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Abstract

Deep neural networks have achieved impres-
sive performance for text classification that rec-
ognizes a predefined set of classes. However,
recognizing texts of novel classes unseen dur-
ing training is not well explored. It is desirable
for large-scale text datasets to augment a func-
tion of detecting the novelty of a newly-joined
text, especially in practical application scenar-
ios such as an e-commerce system. We aim
to achieve a hierarchical novelty detection that
predicts the closest known class in the taxon-
omy for a text of a novel class. Furthermore,
existing approaches typically encounter issues,
such as (i) the inconsistency problem that the
predictions in any pair of parent-child nodes are
not successive; (ii) the blocking problem that
the prediction at a certain level is not confident
and unable to be passed downward in the tax-
onomy; (iii) the overconfidence problem of a
softmax classifier that predicts high confidence
regardless of whether a text is a known or novel
class. In this paper, we propose a novel model,
Domain-Novelty Aware Hierarchical Introspec-
tion (DNA-HINT), to achieve the goal with-
out those problematic issues. Extensive exper-
iments conducted on four benchmark datasets
show that DNA-HINT is effective particularly
for deep levels that are often considered in real-
istic scenarios.

1 Introduction

Text classification has achieved impressive perfor-
mance with the transformer model (Devlin et al.,
2019) to recognize a predefined set of classes. How-
ever, large-scale text datasets in practical applica-
tion scenarios such as an e-commerce system or an
Internet-based encyclopedia often have a naturally
hierarchical structure and encounter newly-joined
texts from time to time. Thus, it is desirable to aug-
ment a function of detecting the novelty of a text
with a hierarchical taxonomy (i.e., differentiating
whether a text conforms to any previously trained
classes and categorizing it to the closest known

class if predicted as a novel class). For example in
Figure 1, we aim to achieve a hierarchical novelty
detection task (Lee et al., 2018a) that predicts with
more fine-grained labels, such as "Novel Electron-
ics for Kids", "Novel Games", and "Novel Toys
Games".

We are also motivated by the challenges of hier-
archical classification and novelty detection. The
top-down method is widely explored in the liter-
ature of hierarchical classification, which takes
the advantage of structural and local information.
Specifically, it often has a set of local classifiers
that make predictions in a top-down manner. There
are two major drawbacks of it. One is the incon-
sistency problem that the predictions in any pair
of parent-child nodes are not successive, and the
other is the blocking problem that the prediction
at a certain level is not confident and unable to be
passed downward (Sun and Lim, 2001; Mao et al.,
2019; Gao et al., 2020). Furthermore, a softmax
classifier that is commonly used for novelty detec-
tion (Hendrycks and Gimpel, 2017) suffers from
the overconfidence problem, i.e., predicting high
confidence regardless of whether a text is a known
or novel class (Lakshminarayanan et al., 2016; Guo
et al., 2017).

To address these problems, in this paper, we
propose a novel model, Domain-Novelty Aware
Hierarchical Introspection (DNA-HINT), that can
differentiate whether a newly-joined text conforms
to any previously trained classes on the taxonomy
built with known classes and categorize it to the
closest known class if predicted as a novelty. DNA-
HINT consists of three components: a semantic
encoder, a domain-novelty aware network, and a
hierarchical introspection network.

For evaluation, we propose a novel metric to
answer the inadequacy of existing metrics. Ex-
tensive experiments show that DNA-HINT signifi-
cantly outperforms the baseline on four benchmark
datasets: Amazon, DBPedia, 20 Newsgroups, and



I'm not a fan of automated or
battery operated games, but I have
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them again. it is fun and educational.
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my young granddaughters, 3 and 4. They love it.
It is durable, easy to carry around, easy to play
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only luck for a few hands. Even if the
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plays great. Highly re g

Figure 1: An illustration of our hierarchical novelty detection task in the Amazon dataset. The brown words are

remarked for mentioning the name of the product.

Reuters 52.
The contributions of this paper are as follows:

* We propose a novel domain-novelty aware hi-
erarchical introspection model for hierarchical
novelty detection that can distinguish text into
finer-grained known and novel classes. The
integrated framework of DNA-HINT naturally
solved the blocking problem

* The domain-novelty aware network can ex-
plicitly consider the effect of domain to avoid
overconfident prediction.

* The hierarchical introspection network can es-
timate the inconsistency errors hierarchically
and accordingly compute the loss.

e Our proposed measure can give adequate
credit with respect to the correctness for both
the classification of each level and the identi-
fication of novelty.

* On four benchmark datasets, DNA-HINT sig-
nificantly outperforms the baseline and is par-
ticularly effective for the lowest-level detec-
tion that is most important in practical appli-
cations.

2 Related Work

2.1 Hierarchical Classification

Hierarchical classification approaches are to
address a classification problem with a pre-
established class taxonomy, which is often a tree-
structured hierarchy that any parent-child rela-
tionship satisfies the four properties (Wu et al.,

2005). The approaches usually vary by the traversal
method of the structure (Freitas and de Carvalho,
2007; Sun and Lim, 2001), which is categorized
as the top-down (or local) method, i.e., a set of lo-
cal classifiers that make predictions in a top-down
manner, the global method, i.e., a single classifier
manages the prediction of the entire hierarchy (Qiu
et al., 2009), and the flat method, i.e., classifiers
predict the leaf nodes only (Johnson and Zhang,
2014). Many previous studies train a set of multi-
class classifiers that operate independently, which
may suffer from the blocking and inconsistency
problems during inference (Sun and Lim, 2001;
Mao et al., 2019; Gao et al., 2020).

Selecting appropriate evaluation metrics is also
an important issue. Most researchers used standard
flat classification evaluation metrics, such as accu-
racy, precision, and recall, while recognizing that
they are not ideal because errors at different levels
are not considered (Silla and Freitas, 2011). The
hierarchical metrics of precision (hP), recall (hR),
and f-measure (hF}) are proposed by Kiritchenko
and Famili (2005) for evaluating hierarchical clas-
sification approaches, where correct predictions in
different heights are differentially considered.

hF} is computed by calculating h P and h R for
each input x; with targeted label y; and predicted
label 3:

2 [A(y) N A®®)| 2 [Aly) NA®G)|
22 1A@)] 2 1AWl
where A(y) and A(7) denote the set of ancestor

classes for y and gy, respectively. Then, hF'; is
defined as:

hP = hR =

2-hP-hR
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Figure 2: An illustration of our proposed Domain-novelty Aware Hierarchical Introspection model (DNA-HINT).
SE denotes the semantic encoder, DNAN denotes the domain-novelty aware network, and HINT denotes the

hierarchical introspection network.

2.2 Novelty Detection

Novelty detection is the identification of novel in-
stances that are significantly different from the
representative training data, which is often called
novelty detection, outlier detection, or out-of-
distribution detection (Hodge and Austin, 2004;
Hendrycks et al., 2020). Many studies put efforts
on threshold-based classifiers that compare the con-
fidence score to some threshold § > 0 and com-
monly evaluate the performance with the AUROC
(area under the receiver operating characteristic
curve), which discriminates all possible thresholds
(Lee et al., 2018b; Li et al., 2021). Hendrycks and
Gimpel (2017) defined the maximum softmax prob-
ability (MSP) as the confidence score and presented
the MSP as a baseline model of novelty detection in
various domains, including computer vision (CV),
automatic speech recognition (ASR), and natural
language processing (NLP). Hsu et al. (2020) pro-
posed a decomposed confidence method to address
the overconfidence problem of a softmax classifier
(Lakshminarayanan et al., 2016; Guo et al., 2017)
by explicitly taking the influence of domain into
consideration. That is, instead of predicting p(y, x),
a classifier using the decomposed confidence is de-
fined as:

p(y, din|z)
dinvx =

where p(y|din, ) is the decomposed confidence
and d;, is a binary domain variable indicating
whether a text belongs to any known class or not in
the decomposed conditional probability.

3 Task Definition

Let Dtrain — {x7ytrain} and Dtest = {x’ytest}
be two sets independently used for model train-
ing and test, where = denote the texts, the la-
bels for training 3" = {1,...,k} consists of
k distinct known labels, and the labels for test
ytest = {1,...,k,k+1,...,k + t} consists of the
labels in D¥"®" plus ¢ additional novel labels. We
assume a discriminative model is trained on D"%"
and tested on D5,

Let T = (S, E) be a taxonomy with L levels. S
is a set of nodes (classes) consisting of the known
and novel class labels in "% and y'®* as exter-
nal nodes and their ancestors including the root as
internal nodes, which s denotes any internal node
and s;; denotes the i-th internal node in the [-th
level in S. F is a set of edges indicating the parent-
child relationship between classes. Thus, there are
three types of nodes in T": 1) leaf classes are known
labels seen during training, 2) internal classes are
ancestors of the leaf classes, which are also seen
during training, 3) novel classes are unseen dur-
ing training and only appear in " during inference.
Note that leaf and novel classes are nodes without
a child. Figure 1 shows an example in the Amazon
dataset, where four representative product reviews
of the classes "Educational Book", "CD Player",
"Target Card Game", and "Chess Set" are listed
at the leaf classes, respectively, while "Electron-
ics for kids" and "Games" are internal classes and
any other classes unseen during training, e.g., the
reviews of products “DVD games” and “Camera
camcorders” are classified as novel classes.

For a internal class s, let C'(s) denotes the set
of known classes whose parent is s, A(s) denotes



the set of s§ ancestors, and N (s) denotes the set of
novel classes whose closest known class is s. Note
that A(s) include s.

Given a text « and a taxonomy 7', our goal is to
predict the fine-grained class label y in T', which is
either a leaf or a novel class. If a text is predicted
as a novel class, we attempt to assign one of the
internal classes, indicating that the text belongs to
anovel class whose closest known class in 7" is that
internal class.

4 Approach

We develop a novel model for hierarchical novelty
detection, named DNA-HINT (Domain-Novelty
Aware Hierarchical Introspection model). As
shown in Figure 2, DNA-HINT consists of three
components: (1) a semantic encoder to generate
the representation of the input, (2) a domain-nov-
elty aware network to calculate the domain-novelty
aware score of each classifier as their confidence
score in a top-down manner, (3) a hierarchical intro-
spection network to compute a cross-entropy loss
concerning the prediction errors level-wise.

4.1 Semantic Encoder (SE)

Following the finding from Hendrycks et al. (2020)
that larger models are not always better for novelty
detection tasks in NLP, we employ a pre-trained
BERT Base model! as the encoder to generate the
semantic representation of the input. Each input is
tokenized and encoded with the BERT Base model.
We use the output of the special [cls] token as the se-
mantic representation of the whole input sequence:

h = BERT(z) (1)

where h € RF is the semantic representation
encoded by BERT and k is the dimension of the
word embedding..

4.2 Domain-Novelty Aware Network (DNAN)

Each internal class s;; has a threshold-based
domain-novelty aware network that calculates the
domain-novelty aware score fj; as its confidence
score.

p(y, din|x)
p(din|z)
where f;; denotes the derived DNA from inter-
nal node s;; and d;, is a binary domain variable.

fii = p(yldin, ) = (2)

"https://pypi.org/project/
pytorch-transformers/

Specifically, f; is derived by calculating the quo-
tient of the domain-aware variable and the novelty-
aware score as follows:

p(din|z) = o(wgh + by) 3)

where o is a sigmoid function, wg, and b, represent
the learnable parameters.

p(y, din|x) = wph + by, “)

where wy, and by, represent the learnable parameters.
The decision rule for each s;; is defined as:

argmax P(y', d,,|x,s) if confident,
yS = y/s

N(s) otherwise,

where P(y., din|z, s) denotes DNA(s), 3, € C(s),
and y; is the predicted class. The top-down deci-
sion stops at s;; if the predicted class is a known
leaf class or the classifier encounters an unconfi-
dent score. The confidence threshold that deter-
mines whether the classifier is confident enough
is a class-dependent hyperparameter. Given the
semantic representation, the internal classes are tra-
versed according to the taxonomy in a top-down
manner.

4.3 Hierarchical Introspection Network
(HINT)

To generate a hierarchical representation, HINT
first makes a two-step concatenation of the domain-
novelty aware scores f produced by internal
classes. Then, the hierarchical representation is
used to compute a cross-entropy loss that intro-
spects the prediction errors hierarchically. Specifi-
cally, the first concatenation is made level-wise to
collect all domain-novelty aware scores f in the
[-th level.

= @ity {fu} ®)

where ¢; denotes the concatenation of domain-
novelty aware scores in the [-th level, & denotes a
concatenation operation, and n; denotes the num-
ber of classes in the [-th level. Then, the second
concatenation considers the levels above [ and the
[-th level to generate the hierarchical representation

7.
_ if l #£1,

= r-1®a 1 # ©)
q ifl =1,

where [ = 1 denotes the root layer. The hier-
archical representation r; is then normalized by a
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Amazon DBPedia 20 Newsgroups Reuter 52

# of level 4 4 2 2

# of leaf classes 505 173 15 44
# of internal classes 71 30 1 1

# data of known 47K 323K 14K 8K
# of novel classes 56 30 5 8

# data of novel 6K 19K 1K 889
# data per Train 30K 258K 7K 5K
# data per Dev 7K 32K 846 591
# data per Test 9K 32K 5K 2K

Table 1: Statistics of the datasets.

softmax function to generate the hierarchical pre-
diction probability:

Yii = softmaz;(r) (7)

where y;; denotes the hierarchical prediction prob-
ability for sy;.

The total loss aggregates the cross-entropy loss
over layers according to the hierarchical prediction
probability and ground truth class. We first define
the loss of the [-th layer:

ny
loss; = — Y _ yiilog(yi;) ®)
j=1

where y;; denotes the expected prediction of the
j-th class in the [-th level. Finally, the total loss is
derived by the summation of the loss over layers:

L
J(0) = Z loss 9)
=1

where 6 are the learnable parameters. We use Adam
(Kingma and Ba, 2014) as the optimizer.

Among the three search methods proposed by
Wau et al. (2016), we adopt the beam search method
at training time to derive the hierarchical represen-
tation, while we implement the greedy method at
test time.

5 Evaluation Setting

We evaluate the performance on four benchmark
datasets. All datasets are in English language. For
each dataset, we compile a training set and a test
set that has additional novel classes. The training
set is split into a sub-training set and a development
set for validation.

For Amazon and DBPedia datasets, we expect a
parent in the taxonomy to have at least one child

as a novel class and two children as known classes,
so we merge any class less than three children to
obtain our tree-structured taxonomy. For example,
if "Games" has only two children, one is "Card
Games" and the other is "Board Games", we merge
these three nodes as the "Games" node. For 20
Newsgroups and Reuters 52 datasets, we obtain a
tree-structured taxonomy by adding the root on top
of the existing classes. The dataset statistics are
shown in Table 1.

For evaluation, we propose a new metric that
gives appropriate credit for classification and nov-
elty identification at each level. Evaluation results
on Amazon and DBPedia are reported in terms
of accuracy and our proposed metric. For the 20
Newsgroups and Reuters 52, they have a fairly flat
taxonomy and are therefore reported using AU-
ROC.

5.1 Datasets

Amazon?? (He and McAuley, 2016) This dataset
has six main products categories, such as "Toys
Games", "Grocery Gourmet Food", and "Baby
Products". We take 56 classes from each level as
novel classes used during inference. Each review
contains a textual review and a category (a leaf or
novel class). This dataset is released without user’s
personal information.

DBPedia (Lehmann et al., 2015) This dataset
consists of eight main Wikipedia article categories,
such as "Agent", "Topical Concept", and "Sports
Season". We take 30 classes from each level as
novel classes used during inference. Each text is a
summary of a Wikipedia article.

https://Jmcauley.ucsd.edu/data/
amazon/

‘https://www.kaggle.com/kashnitsky/
hierarchical-text-classification
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Figure 3: Qualitative results of hierarchical novelty detection in the Amazon dataset. Three test instances are
demonstrated with the ground truth label and the predicted label of our DNA-HINT model and the MSP baseline
model. Below demonstrates the partial taxonomy, where dashed edges denote the ground truth label and the

prediction of the corresponding models and instances.

20 Newsgroups (Lewis et al., 2004) This dataset
consists of 20 different newsgroup topics, such as
"Autos", "Politics in the Middle east" and "Base-
ball". We randomly leave out 5 topic as novel
classes in the test set.

Reuters 52 (Lang, 1998) This dataset has 52
main topics, such as "Jobs", "Livestock", and
"Money Supply". 8 topics are randomly chosen
as novel classes in the test set.

5.2 Evaluation Metric

For proper evaluation of hierarchical novelty de-
tection, we propose a new metric to improve the
inadequacy of existing metrics concerning the cor-
rectness for both the classification of each level and
the identification of novelty.

For example in Figurel, misclassification into
node "Electronic toys" (Toys Games=-Electronics
for Kids=FElectronic Toys) when the true
class is "Music Players Karaoke" (Toys
Games=-Electronics for Kids=Music Play-
ers Karaoke) should be punished less than
misclassification into node "Board Games" (Toys
Games=-Games=-Board Games) since the former
case is in the same subtree while the latter is not
4. Second, the hierarchical metrics are only able
to judge hierarchical classification but not novelty
identification. Third, optimizing the combination
of confidence thresholds among the massive
threshold-based classifiers in the taxonomy is

*= denotes the parent-child relationship in the taxonomy.

not the goal of this paper to explore. Therefore,
AUROC is not an expected metric for hierarchical
novelty detection, especially for datasets with deep
taxonomy.

To satisfy the requirements of hierarchical nov-
elty detection, we proposed a new metric hnF'y
that combines the accuracy of novelty (Accyover)
and the hierarchical classification metric hFj.
Accnovel 18 calculated with standard accuracy,
which each instance is only awarded when the
predicted label and the gold label are both known
classes or both novel classes. For example, if the
true label is "Novel" (Toy Games=-Novel) and
the predicted label is "Novel" (Grocery Gourmet
Food=-Breads Bakery=-Novel), then it’s awarded
for the score. hFj considers the class subset of
ancestors for the ground truth label A(y) and pre-
dicted label A(%) to calculate in a hierarchical man-
ner. Then, the hnF'; is computed as follows:

hnF1 = (- Accnover + (1 — B) - hFy  (10)
where 8 € [0,1] is a self-defined factor de-
ciding the importance of novelty detection in
the combined score. In this paper, all hnF'
are reported with a 8 of 0.5. For example,
assume the true label is "Eletronic Toys" (Toys
Games=-Eletronics for Kids=-Eletronic Toys),
we compare the performance for two misclas-
sification cases, (a) "Music Players Karaoke"
(Toys Games=-FEletronics for Kids=-Music
Players Karaoke) gets 100% for Accyoper and



Model Amazon DBPedia 20 Newsgroups \ Reuter 52
Known Novel hnFi | Known Novel hnF4 AUROC
MSP 7097 18.86 68.89 | 74.06 2.09 6546 77.51 93.36
DNA-HINT | 71.24 19.63 69.69 | 76.43 297  66.59 78.67 93.79

Table 2: Hierarchical novelty detection results in the Amazon and DBPedia datasets. The novel accuracy is reported

by searching the optimized thresholds.

66.66% for hFi, so hnFi can be obtained as
0.5-100% + 0.5 - 66.66% = 83.33%; (b) "Novel"
(Toys Games=-Eletronics for Kids=-Novel)
gets 0.0% for Accnoper and  66.66%
for hFj, so hnFi can be obtained as
0.5 -0.0% + 0.5 - 66.66% = 33.33%. Both
(a) and (b) would get the same scores with existing
metrics , i.e., 0% for accuracy and 66.66% for
hfi.

Besides our proposed metric, we also measure
the area under known-novel class accuracy curves
(AUC) presented by (Lee et al., 2018a). We obtain
the AUC by varying all class-dependent thresholds
with a fixed value, which aim to provide a more
informative insight into the threshold independent
performance.

5.3 Baseline

Hendrycks and Gimpel (2017) presented the maxi-
mum softmax probability (MSP) model as a base-
line for novelty detection in various domains.
Therefore, we choose the MSP model as our base-
line for the hierarchical novelty detection task.

5.4 Implementation Details

The hyperparameter setting of all models is:
word embedding dim=768, number of training
epochs=100 with early stopping by 10 epochs,
batch size=12, accumulate step=1, learning rate
of the semantic encoder=1e-5, learning rate of each
classifier=3e-4, optimizer=Adam. All models are
executed on an Nvidia GeForce RTX 3090 GPU.
As for the confidence threshold, which is a class-
dependent hyperparameter, we adopt two search
strategies in Appendix A.

6 Experiments

6.1 Results

Figure 3 show the qualitative results with test in-
stances from the Amazon dataset. We observe
that DNA-HINT can provide fine-grained predic-
tions by utilizing the taxonomy of the dataset as
expected. In Figure 3 (a), DNA-HINT correctly

—— DNA-HINT
MSP

0.0 02 04 06 038
Known Label Accuracy

Figure 4: Known-novel class accuracy curves obtained
by varying all class-dependent thresholds with a fixed
value in the Amazon dataset for DNA-HINT and the
baseline model.

finds the fine-grained label in the taxonomy, while
the baseline classifies it as "Beds Furniture" (Pet
Supplies=-Cats=-Beds Furniture), which not only
incorrectly detects as a known class but also con-
fuse the description of cats with reptiles. In Fig-
ure 3 (b), both of the models predict a novel
class. As the ground truth class is "Jellies & Sweet
Spreads" (Grocery Gourmet Food=-Jams=>Jellies
& Sweet Spreads), which is a novel class of "Gro-
cery Gourmet Food", DNA-HINT predicts a more
informative label that finds the closest label in the
hierarchy and the baseline only predicts it as a
novel class of "Root". In Figure 3 (c), none of
the models find the correct label, a novel class of
"Hobbies". Compared to the baseline, DNA-HINT
makes a closer prediction.

Table 2 shows that DNA-HINT outperforms the
baseline on both Amazon and DBPedia datasets.
The accuracy of the known class, the accuracy
of the novel class and hnF'; increased by 0.27%,
0.77% and 0.8% respectively on Amazon and
2.43%, 0.88%, and 1.13% respectively on DBPe-
dia. Figure 4 exhibits the known-novel class accu-
racy curves on Amazon. The AUC is 23.77% and
14.60% for DNA-HINT and the baseline, respec-
tively. DNA-HINT significantly outperforms the
baseline.

The last two columns in Table 2 show the re-




Accuracy
Model AUC hnF, Novel Novelat Level 4
our DNA-HINT | 23.77 6487 31.15 10.65
- DNAN 2155 6447 27.62 6.77
_ HINT 1944  62.64 27.20 7.90
-DNAN - HINT | 1460 60.89 23.68 6.41

Table 3: Ablation analysis on the test set of Amazon. The novel accuracy is reported with a guarantee of 50%

known accuracy.
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Figure 5: Known-novel class accuracy curves obtained
by varying all class-dependent thresholds with a fixed
value in the Amazon dataset for ablation analysis. "-
D" denotes the removal of DNAN, "-H" denotes the
removal of HINT, and "-D-H" denotes the removal of
DNAN and HINT.

sults in 20 Newsgroups and Reuter 52, which have
a fairly flat taxonomy and are therefore reported
using AUROC. We observe that DNA-HINT out-
performs the baseline significantly by 1.16% and
0.43% on 20 Newsgroups and Reuter 52, respec-
tively. For both datasets, DNA-HINT also achieves
substantial improvements by considering domain
effects.

6.2 Ablation Analysis

To further illustrate the effectiveness of domain-
novelty aware and hierarchical introspection net-
works, we conduct an ablation study on Amazon’s
test set. To observe the subtle changes that each
component brings, Table 3 reports the performance
where certain components were removed with a
guarantee of 50% known accuracy. Among them,
hnF'; reflects the overall performance of the sys-
tem in hierarchical novelty detection, and AUC
reflects the comprehensive performance of the sys-
tem’s known-novel class accuracy under all param-
eters. Figure 5 further shows known-novel class
accuracy curves for a more informative insight into
the threshold independent performance with some
components removed.

As expected, both AUC and hnF'; continue
to decrease with the removal of each component,
demonstrating the effectiveness of binding DNAN
and HINT. The last two columns in Table 3 show
the accuracy of novel classes in total and at the
lowest level that the actual category of the text in-
habit. After removing DNAN, the accuracy drops
by 3.88%, indicating that DNAN indeed improves
the quality. After removing HINT, the lowest level
drops significantly by 2.75%, demonstrating the
importance of HINT’s design for lower-level clas-
sification. From the results, we find that each com-
ponent plays an important role, especially for the
lowest-level detection that is most important in
practical applications (e.g., e-commerce systems
often use hierarchical classifications, where the
lowest level represents the actual category of the
text).

7 Conclusion

In this paper, we propose a new model for hierarchi-
cal novelty detection, the Domain Novelty-Aware
Hierarchical Introspection model (DNA-HINT).
DNA-HINT can distinguish text into finer-grained
known and novel classes without problematic is-
sues, including overconfidence, inconsistency, and
blocking problems. We also design a new met-
ric hnF'1 to accurately measure the combined per-
formance of the model on both known and novel
classes. On four benchmark datasets, DNA-HINT
significantly outperforms the baseline and is partic-
ularly effective for the lowest-level detection that
is most important in practical applications. In fu-
ture work, we aim to add visual information to
hierarchical novelty detection.
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A Hyperparameter Search

The nature of hierarchical novelty detection is that
there is no validation data of novel classes for hy-
perparameter search, which makes it difficult to
choose the class-dependent confidence thresholds.
We adopt two strategies, one is proposed by Lee
et al. (2018a), which for each internal class s, a
known leaf class that are not a descendant of s is
recognized as a novel class.

argmax P(y, d,,|x,s) if P(-|z,s) > As,
yS = yg
N(s) otherwise,

where \g is tuned with the harmonic mean of the
accuracy between known and novel classes. Note
that \s is a class-dependent hyperparameter for
each internal class. We utilize this strategy to report
the results on DBPedia.

The other strategy is sampling A, as a fixed value
for all internal classes in the range of [0.01, 1]. We
utilize this strategy to report the results on Amazon.
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