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Abstract

Large vision-language models (LVLMs)
achieve impressive performance on multimodal
tasks but often suffer from hallucination, and
confidently describe objects or attributes not
present in the image. Current inference-time
interventions, while training-free, struggle
to maintain accuracy in open-ended and
long-form generation scenarios. We introduce
the Confidence-Aware Attention Calibration
(CAAC) framework to address this challenge
by targeting two key biases: spatial perception
bias, which distributes attention dispropor-
tionately across image tokens, and modality
bias, which shifts focus from visual to textual
inputs over time. CAAC employs a two-step
approach: Visual-Token Calibration (VTC)
to balance attention across visual tokens,
and Adaptive Attention Re-Scaling (AAR)
to reinforce visual grounding based on the
model’s confidence. This confidence-driven
adjustment ensures consistent visual alignment
during generation. Experiments on CHAIR,
AMBER, and POPE benchmarks demonstrate
that CAAC outperforms baselines, particularly
in long-form generations, effectively reducing
hallucination. Data and code are available
at https://anonymous.4open.science/r/
CAAC-5D7F/.

1 Introduction

Large vision-language models (LVLMs) (Bai et al.,
2023; Chen et al., 2023; Liu et al., 2023; Chen et al.,
2024; Dai et al., 2023; Ye et al., 2024) integrate
visual and textual data using a pre-trained visual
encoder, a cross-modal alignment module, and a
powerful autoregressive decoder, enabling state-of-
the-art performance in tasks such as image cap-
tioning, visual question answering, and visual rea-
soning. This multimodal capability has positioned
LVLMs as key drivers in fields like content creation
and human-computer interaction. However, a criti-
cal challenge is hallucination—generating content

InstructBLIP: The image features a group of people strolling through
... comfortably enjoy the area. One additional person is also present. ...
A frisbee can be seen nearby, placed in the middle of the grassy ...

OPERA: The image depicts a group of three people walking through a
lush green field. They appear ... . A frisbee can be seen lying on the
ground near the group of people, suggesting that they may be playing ...

'VCD: The image features three people walking through a lush, grassy
field ... and has a view of a lake in the distance. The three individuals
are walking towards the lake, each of them holding a frisbee. ...

M3ID: The image features three men walking through a lush, grassy
field on a clear and sunny day. ... the serene atmosphere of the field. A
frisbee can also be spotted nearby, possibly being played or carried for
an impromptu game during their walk
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Please describe the
image.

field towards the skyline. They appear to ... while carrying a Irishee

AvisC: In the scene, three people are walking through a lush grassy
along with them. ...

Bese- <

CAAC (Ours): The scene features three people walking through a lush green
field, surrounded by tall grass. They are likely enjoying a leisurely walk in the
park or a field, possibly a park, with the sun shining down on them. The people
are walking together, likely enjoying the scenic view and the fresh air.

Figure 1: Comparison of the long-form generation (Max
Generated Tokens: 512) of the baseline methods and
our proposed CAAC framework. Hallucinations are
highlighted in yellow.

ungrounded in the visual input, such as describ-
ing absent objects or misinterpreting scenes (Bai
et al., 2025; Liu et al., 2024b; Li et al., 2023). This
undermines the reliability of LVLMs, posing signif-
icant barriers to their deployment in safety-critical
domains like medical diagnosis and autonomous
navigation.

Efforts to mitigate hallucination in LVL.Ms have
spawned a rich body of research, with strate-
gies broadly classified into three categories: fine-
tuning (Kim et al., 2023; Jiang et al., 2024; Gun-
jal et al., 2024), post-hoc rectification (Yin et al.,
2023; Zhou et al., 2024), and inference-time inter-
ventions (Leng et al.; Huang et al.). Among them,
inference-time interventions, due to their easy de-
ployment and training-free nature, gained special
momentum in the research community. Despite
strong performance on discriminative tasks and
short-form generation, existing methods struggle
to maintain effectiveness in long-form generation.
Figure 1 showcases an example of the failure of pro-
posed hallucination mitigation methods under Max
New Tokens of 512. This limitation stems from two
fundamental mechanisms of LVLMs. First, spatial
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perception bias results in disproportionate atten-
tion to specific image regions, causing the model
to overlook relevant visual cues. Second, modal-
ity bias causes the model to increasingly allocate
more attention to textual information over visual
input as generation progresses, leading to content
that is poorly grounded in the image. Both biases
significantly amplify the risk of hallucination in
long-form generations.

To tackle these issues, we propose Confidence-
Aware Attention Calibration (CAAC), a unified
inference-time approach to mitigate hallucinations
by dynamically recalibrating the LVLM’s atten-
tion. CAAC uses the model’s token-level confi-
dence to adaptively adjust the attention distribution.
Specifically, it counteracts both spatial perception
bias and modality bias in a two-step process: an
initial calibration smooths the attention maps of
the decoder to prevent over-concentration on any
single image region, and a subsequent confidence-
guided reweighting increases the influence of the
visual input whenever the chance of hallucination is
high. By continuously reinforcing visual informa-
tion when the model is uncertain, CAAC preserves
visual grounding throughout the generation. As a
result, CAAC effectively curbs hallucinations, even
in challenging open-ended and long-form genera-
tion tasks, without sacrificing the fluency or detail
of the generated text.

Our main contributions are summarized: (1) Hal-
lucination Analysis: We present a novel analysis
of hallucination in LVLMs using relevancy maps,
which reveals two root causes of ungrounded gener-
ation. (2) Mitigation Method: We propose CAAC,
an inference-time attention calibration framework,
that adaptively calibrates the model’s attention to
promote visual grounding. (3) Performance Im-
provement: We demonstrate that CAAC signifi-
cantly reduces hallucinations on multiple bench-
marks for open-ended image captioning. In partic-
ular, our method outperforms state-of-the-art base-
lines, achieving an average 4% and 1.8% reduction
in the hallucination rate compared with the best
baseline on the CHAIR and AMBER benchmarks,
respectively. Code and data are available at https:
//anonymous . 4open.science/r/CAAC-5D7F/.

2 Related Work

A more detailed discussion of the related works is
provided in Appendix C.
Large vision-language models (LVLMs) com-
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Figure 2: Distribution of image-token relevancy scores
for InstructBLIP given a black canvas and the query
"Please describe the image.". A pronounced skew to-
ward a few image tokens can be witnessed.
bine visual encoders like CLIP (Radford et al.,
2021) and ViT (Fang et al., 2023), cross-modal
alignment modules such as linear projections (Liu
et al.,, 2023) or Q-formers (Dai et al., 2023;
Zhu et al., 2023), and language decoders like
LLaMA (Touvron et al., 2023) or Vicuna (Zheng
et al., 2023) to facilitate multimodal understanding
and generation. State-of-the-art models, including
mPLUG-OwI2 (Ye et al., 2024), InternVL (Chen
et al., 2024), and QwenVL (Bai et al., 2023), uti-
lize optimized architectures and diverse datasets
to achieve strong performance in tasks like image
captioning and visual reasoning (Xu et al., 2025).
Hallucination in LVLMs occurs when generated
outputs do not accurately reflect visual inputs, pos-
ing challenges to their reliability (Guan et al., 2024;
Liu et al., 2024b; Bai et al., 2025). Proposed mitiga-
tion strategies include fine-tuning techniques (Kim
et al., 2023; Jiang et al., 2024; Liu et al., 2024a;
Gunjal et al., 2024), post-hoc rectification meth-
ods (Yin et al., 2023; Zhou et al., 2024), and
inference-time interventions (Leng et al.; Huang
et al.; Woo et al., 2024; Suo et al., 2025; Favero
et al.). Attention calibration, a training-free ap-
proach, has emerged as a promising solution to re-
duce hallucinations (Zhu et al., 2025; Zhang et al.,
2024; Liu et al., 2024c; Gong et al., 2024; Woo
et al., 2024). Our method builds on the insights
derived from the previous works but introduces an
adaptive intervention based on the model’s confi-
dence in predicting the next token.

3 Proposed Method

What causes LVLMs to describe objects or scenes
absent from an image confidently? Our analysis
identifies two primary culprits: spatial perception
bias (Zhu et al., 2025), a skewed attention distri-
bution favoring specific image tokens regardless
of content, and modality bias, an increasing re-
liance on language priors over visual inputs as
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generation progresses. To tackle these challenges,
we propose the Confidence-Aware Attention Cali-
bration (CAAC) framework, which integrates two
steps: an initial Visual-Token Calibration (VTC)
to mitigate spatial perception bias by smooth-
ing attention spikes across image tokens, and a
confidence-driven Adaptive Attention Re-Scaling
(AAR) to counteract modality bias by enhancing
visual grounding throughout generation. Next, we
detail the inference process in LVLMs (Sec. 3.1),
present our novel analysis using relevancy maps to
uncover these biases (Sec. 3.2, 3.3), and introduce
CAAC’s components (Sec. 3.4), highlighting their
synergistic design to improve reliability.

3.1 Inference in LVLMs

Large vision—language models generate text con-
ditioned on both an input image and a text prompt.
An image is first encoded into visual tokens via a
pre-trained vision encoder. The visual tokens are
then mapped into the language embedding space us-
ing a linear projection or a more complex alignment
module to extract textual information from the
image, yielding image tokens I = {i1,...,in,}.
Concurrently, the text query is also tokenized into
N, tokens @ = {q1,...,qn,}. Then, the LLM
decoder parameterized by 6 receives concatenated
embeddings (7, Q) and auto-regressively generates
a sequence of N, tokens G' = {y1,...,yn, }. For-
mally, at ¢’th generation round, the next token is
drawn from the following probability distribution:

ye ~ po(yel L, Q, y<t) ()

where y<; = {y1,...,y—1} is the sequence
of previously generated tokens. Various sampling
strategies have been developed for efficient and
controllable sampling from the probability distri-
bution (Shi et al., 2024). The generation process
continues until the End-of-Sequence (EOS) token
is selected or the maximum allowed number of
tokens is reached.

3.2 Analysis: Disproportionate attention to
image tokens

Previous studies have shown that LVLM decoders
tend to concentrate attention on a small subset of
visual tokens—termed attention sinks(Zhang et al.,
2024), summary tokens(Huang et al.), or blind to-
kens(Woo et al., 2024)—regardless of image con-
tent, including blank inputs. This phenomenon,
also known as spatial perception bias(Zhu et al.,

2025), has been linked to downstream hallucina-
tion errors (Huang et al.; Zhang et al., 2024). While
our analysis is motivated by similar concerns, we
identify a key methodological limitation in prior
work: their conclusions are based on raw atten-
tion weights from individual layers, which do not
reliably reflect token importance. Indeed, token em-
beddings are progressively contextualized across
layers, meaning that accurate attribution requires
tracing the influence of each input token through
the entire network.

To address this limitation, we leverage relevancy
maps (Chefer et al., 2021), which propagate token-
level contributions layer by layer, ultimately quan-
tifying the influence of each input token on the
generation of each output token. By adopting this
more principled analysis, our work revisits and rein-
terprets previous findings, offering new insights.
We observe that given a black canvas image and a
standard query, less than 10% of image tokens ac-
cumulate more than 50% of relevancy scores, while
the vast majority of image tokens contribute mini-
mally (Figure 2). This distribution remains consis-
tent across various meaningless inputs and queries
(see Appendix B), underscoring a robust bias pat-
tern: The decoder assigns disproportionate at-
tention to image tokens, leading to the model’s
over-reliance on a few image tokens, thereby
increasing the likelihood of hallucination.

3.3 Analysis: Decaying attention to image
tokens

Another significant contributor to LVLM halluci-
nation is the model’s increasing reliance on its text
history at the expense of visual inputs, particu-
larly in open-ended tasks like image captioning.
Prior work has shown that when the model is uncer-
tain, language priors often dominate the generation
process (Zhou et al., 2024). To quantify this, we
leverage AMBER’s generative pipeline, prompting
InstructBLIP (Dai et al., 2023) to describe each
image in detail. Then, we extract truthful and hallu-
cinatory tokens using predefined hallucinatory and
truthful object sets from AMBER. We compute
the relative image relevancy by the relevancy map
framework to quantify the aggregate contribution
of all image tokens to the generation of each output
token. For an input comprising I image tokens and
T text tokens (total N = I +T), the relative image
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Figure 3: (a) Normalized histogram of relative image relevancy scores for truthful (blue) and hallucinatory (orange)
tokens, showing higher image relevancy for truthful tokens. (b) Scatter plot of relative image relevancy versus
absolute position in the generated sequence. Every point represents one generated token (truthful or hallucinatory),
and the lines indicate the density of token positions. (c) Normalized histogram of logit probabilities for truthful vs.
hallucinatory tokens, showing lower probabilities for hallucinatory tokens. Best viewed in color.

relevancy at generation step ¢ is defined as:

iy B

Ryey =
TelLN ZjvlejN

2

where R% represents the influence of ’th token on
7 th token. Figure 3a shows the distribution of rela-
tive image relevancy for truthful and hallucinatory
tokens. There is a statistically significant differ-
ence between the two distributions, suggesting that
hallucinatory tokens have markedly lower relative
image relevancy. Moreover, relative image rele-
vancy declines as the generated sequence lengthens
(Figure 3b). This decay confirms that extended gen-
eration increases the model’s tendency to overlook
visual inputs, a phenomenon we term modality bias,
reflecting a preference for textual over visual in-
formation. The other takeaway from Figure 3b is
that the hallucinatory tokens appear later in the gen-
erated sequence, underscoring the importance of
mitigating hallucinations in long-form generations.

We also examine the generation confidence by
inspecting token logit probabilities (Figure 3c). We
find that truthful tokens are heavily skewed toward
high probabilities, whereas hallucinatory tokens
are skewed toward the low-probability regime. It
suggests a distinct generation dynamic between
truthful and hallucinatory tokens: the model hallu-
cinates when its confidence is low and its atten-
tion to the image has diminished.

3.4 CAAC Framework

Our CAAC framework addresses two distinct bi-
ases operating in different dimensions within the
LLM decoder. Spatial perception bias is a universal,
query-agnostic distortion in attention distribution
across image tokens. In contrast, modality bias
operates at the token level, increasingly skewing

attention toward textual inputs as generation length
extends. CAAC tackles these challenges through
a unified attention calibration strategy, featuring
two components: Visual-Token Calibration (VTC),
which corrects the universal spatial perception bias
by adjusting attention weights, and Image Atten-
tion Upscaling (IAU), which mitigates modality
bias by adaptively amplifying visual information
during the generation. This integrated approach en-
sures a balanced multimodal processing, enhancing
LVLM reliability.

3.4.1 Visual-Token Calibration (VTC)

The VTC module aims to mitigate spatial percep-
tion biases in LVLMs by adjusting the attention
distribution over image tokens within the decoder’s
attention heads. By targeting the attention from
the final query token to image tokens and apply-
ing a calibration derived from a reference input,
we achieve a more balanced attention distribution
while preserving essential visual information.

In LVLMs, the attention mechanism of the de-
coder plays a pivotal role in integrating visual and
textual information. Specifically, the attention from
the last query token to image tokens directly in-
forms the prediction of the subsequent token, mak-
ing it a critical point of intervention. Given an input
comprising visual tokens I = {iy,42,...,iy,} and
query tokens Q = {1, g, -, qn, } (N = I +Q),
the attention map for a given head h in layer [ is de-
noted Al e RINi+Na)x(Ni+Na) We focus on the
submatrix corresponding to the last query token’s
attention to image tokens, i.e., the last row’s first
N; columns, defined as V! = [Ahl ljer € RY:,

Calibration Vector Construction: To establish
a baseline for calibration, we use a reference input
consisting of a meaningless image and a generic
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Figure 4: Overview of the CAAC Framework. The CAAC framework comprises two key components: VTC, which
adjusts skewed attention to image tokens to reduce spatial perception bias, and AAR, which adaptively augments
attention to image tokens to address modality bias. Both components are applied to the multi-head self-attention

(MSA) module within the decoder.

query (e.g., "What is this?"). Choosing a meaning-
less image ensures that attention patterns reflect the
model’s baseline behavior rather than meaningful
content, and empirical tests show that the choice of
the meaningless image has no meaningful impact
on the resulting calibration (Appendix B). For each
attention head h in layer I, we extract V! from the
reference input’s attention map. Alternatively, to
enhance robustness, V" may be computed as the
average of the last few rows’ image-token columns.

Therefore, given the vector V! € RN: where
VRl = [v1,vg,...,vx,] and v; # O for all 4, the
initial inverse is computed as:

‘/(:];i,lO: [1/1)171/02,,1/’01\71] (3)

To ensure the sum of entries remains consistent

with the original vector, we scale Vc};flo by the ratio
Rl

of the sum of V! to the sum of Ve 0 The final
calibration vector is thus:
N;
hi D ie Vi Ryl
cal — cal,0’ (4)

sz'vzil (1/vs)
where Zf\[:ll v; is the sum of the original atten-
tion weights, and SV (1/v;) is the sum of the
initial inverted weights. Note that the product of
Vil and V(zl’l results is a uniform vector with the
same sum as V!, This inversion counteracts the
skew attention pattern of the image tokens.
Application of Calibration: For a specific input
image and query pair, let V' € R represent the
attention from the last query token to image tokens
in the attention map A™!. We flatten this by com-
puting the element-wise product V,, = V © VZ;I’I,
where ©® denotes the Hadamard product. V,, ap-
proximates a uniform attention distribution across
image tokens. However, enforcing strict unifor-
mity can distort visual information, as positional

embeddings naturally differentiate image token rep-
resentations, even for identical patches. This dif-
ferentiation is naturally reflected in the attention
scores received by different image tokens.

Smoothing with Parameter 5: To balance bias
correction and information preservation, we intro-
duce a smoothing parameter 5 € [0, 1] to control
smoothing. The smoothed attention vector V is
computed as a weighted average of the original and
calibrated vectors:

Vo= (1-=B)V+pVy &)

When 3 = 0, the original attention V' is retained
and when 8 = 1, the fully calibrated V;, is applied,
yielding a near-uniform distribution. Intermedi-
ate values of 3 allow for promoting more balanced
attention distribution without over-correcting the at-
tention distribution. This flexibility ensures that the
calibration enhances model reliability and is what
makes the VTC module different than UAC (Zhu
et al., 2025).

3.4.2 Adaptive Attention Re-Scaling (AAR)

The Adaptive Attention Re-Scaling (AAR) module
is designed to mitigate modality bias, where atten-
tion to image tokens diminishes over time during
autoregressive generation. AAR counteracts this
by dynamically increasing the attention from the
last query token to image tokens, reinforcing visual
grounding throughout the generation sequence, par-
ticularly when the model’s predictions falter. AAR
focuses on the same segment of the attention map
as the VTC module, specifically the attention vec-
tor VP! = [A?Vl]] jez € RYi to steer model’s atten-
tion toward visual information by scaling up the
attention weights of visual tokens.
Confidence-Aware Scaling: AAR operates au-
toregressively, adjusting attention in every genera-



tion round to maintain visual relevance across the
entire sequence. A key question is: what is the
appropriate scaling factor, as token dependency
on visual input varies? Tokens essential for text
cohesion (e.g., conjunctions) require minimal in-
tervention, whereas image-dependent tokens (e.g.,
nouns and adjectives describing visual content) de-
mand stronger visual grounding. Our analysis re-
vealed that hallucinatory tokens often emerge when
the model lacks confidence (Figure 3c). This in-
sight drives AAR’s adaptive strategy: scaling is
triggered by the model’s uncertainty.

In generation round ¢, a forward pass computes
the maximum logit probability p; for the predicted
token.

P = max po(y|1,Q y<t). (6)

If p, falls below a preset threshold pg,, AAR cal-
culates a scaling factor A as a probability-weighted
average of set minimum and maximum scale factor:

—p) (7

With Apnin = 1 we ensure no scaling is applied
when the model is fully confident (p = 1), while
Amax sets the upper bound for scaling when con-
fidence is minimal (p = 0). As p decreases, A
increases, amplifying attention to image tokens
precisely when hallucination risk is highest.

Application of AAR: As AAR is bound to
change the sum of the row it is applied to, we need
to apply it to the attention weights before softmax.
After the intervention, softmax is applied normally
to ensure all rows sum to 1. When p < pyy, the
attention vector before softmax V" is scaled:

hi hi
Vt, scaled — At V;S (8)

At = Amin * P+ Amax - (1

This scaled vector replaces the original vector in
the decoder’s attention mechanism, shifting focus
toward visual inputs. If p > pg,, no scaling occurs,
preserving the model’s natural behavior.

4 Experimental Results

4.1 Setup

Models. We evaluate our method on two widely
adopted open-source LVLMs: InstructBLIP and
LLaVA-1.5, both configured with 7 billion parame-
ters. We particularly select these models for direct
comparison with existing baselines (Leng et al.;
Huang et al.; Favero et al.); however, our CAAC
framework is model-agnostic and can seamlessly
integrate with any LVLM.

Benchmarks To evaluate the effectiveness of
CAAC in reducing hallucinations in long-form gen-
erations, we prioritize generative benchmarks that
support open-ended outputs. We adopt CHAIR
(Rohrbach et al., 2019) and AMBER (Wang et al.,
2024) as our generative benchmarks, alongside
POPE MSCOCO (Li et al., 2023) as the discrimi-
native benchmark to provide a comprehensive eval-
uation of CAAC.

Metrics. We prioritize metrics that directly mea-
sure hallucination rates, such as CHAIR; and
CHAIR, for the CHAIR benchmark, and CHAIR
and HAL for the AMBER benchmark, due to their
critical role in assessing the model’s factual align-
ment with visual input. While we report Recall
scores for CHAIR and COVER scores for AM-
BER, which evaluate the informativeness and ex-
haustiveness of generated responses, these metrics
are less relevant to our primary objective. High
Recall or COVER scores paired with elevated hal-
lucination rates can lead to misleading outputs, as
the model may generate exhaustive but factually
incorrect descriptions, undermining reliability. For
the POPE benchmark, we report Accuracy and F'1
scores to complement our evaluation.

Baselines. We compare against  four
inference-time mitigation methods that require no
additional training. Contrastive decoding methods
include VCD (Leng et al.), AvisC (Woo et al.,
2024), and M3ID (Favero et al.), which mitigate
hallucinations via a contrastive decoding tech-
nique, and OPERA (Huang et al.), a beam-search
modification that penalizes over-trusted tokens to
promote visual grounding.

Implementation Details. For the baselines, we
adopt the hyperparameter settings reported in their
respective papers to ensure consistency. For CAAC,
we set the smoothing parameter 5 = 0.7 for
LLaVA and 8 = 0.5 for InstructBLIP. The maxi-
mum scaling factor for AAR is set to Apax = 1.5
for both tasks, with A\pin = 1.0 and pyp,. = 0.25.
More experimental details are presented in Ap-
pendix A.

4.2 Comparison to Baselines

CHAIR. The CHAIR benchmark (Rohrbach
et al., 2019) evaluates object hallucination in image
captioning by measuring, for a given input image
and a corresponding caption, the fraction of hal-
lucinated objects, CHAIR,;, and the the fraction



Table 1: Performance on CHAIR Benchmark

Model CHAIRs CHAIRi Recall Len

LLaVA 55.2 17.6 73.8 103.9
+ OPERA 44.6 12.8 79.2

+VCD 57.8 16.3 78.3 103.4
+ AvisC 60.4 17.2 78 104

+ M3ID 56.2 16.4 81.1 93.7
+ CAAC 40.8 13 75.5 85.9
InstructBLIP 55.6 16.6 71.1 111.2
+ OPERA 46.4 14.2 72.9 92.6
+ VCD 60.8 17.9 73.7 107.1
+ AvisC 71 20.1 71.4 98.9
+ M3ID 72.8 21.1 71.7 103.1
+ CAAC 374 10.8 72.6 88.4

of hallucinated sentences, CHAIR . We used the
same evaluation setting as OPERA. We also used
the same subset of 500 images from the validation
set of the COCO 2014 dataset (Lin et al., 2015),
paired them with the prompt "Please describe this
image in detail.", and collected the responses from
LVLM. We set Max Tokens to 512 to avoid pre-
maturely truncating generation sequences. Table 1
summarizes the results of the CAAC framework
and the baselines on the CHAIR benchmark. As
shown, CAAC effectively reduces the hallucina-
tion rates in both CHAIR,; and CHAIR, while
maintaining a comparable recall score with most
baseline methods.

AMBER. The AMBER benchmark (Wang et al.,
2024) assesses hallucinations in LVLMs through
generative and discriminative tasks, focusing on ob-
ject existence, attributes, and relationships. We con-
centrate on the generative task, conducting experi-
ments under two settings: Max Tokens 64, aligning
with baseline configurations, and Max Tokens 512,
to evaluate performance with longer sequences.
AMBER employs several metrics to evaluate the
generated text, including CHAIR, Hal (the propor-
tion of responses with hallucinations), Cover (the
proportion of image objects mentioned in the text),
and Cog (the proportion of hallucinations aligned
with human cognition/expectation).

Our CAAC framework excels on the AMBER
benchmark, delivering the lowest hallucination
rates in CHAIR and HAL metrics for the Max To-
kens 512 setting (Table 2). For the Max Tokens
64 setting with LLaVA, OPERA performs simi-
larly on hallucination metrics, with slightly higher
CHAIR and lower HAL and COG values. Con-
trastive decoding techniques, however, show signif-
icant degradation in managing hallucinations dur-

ing long generations, underscoring their limitations.
CAAC effectively reduces hallucinations across
both short and long sequences, achieving cover-
age scores on par with baselines, notably matching
OPERA—the closest competitor in hallucination
metrics, while surpassing the base model’s recall,
thus improving the accuracy and informativeness.

POPE. The Polling-based Object Probing Evalu-
ation (POPE) benchmark (Li et al., 2023) provides
a streamlined approach to assess object hallucina-
tion in Large Vision-Language Models by query-
ing whether specific objects exist in a given image.
POPE employs three sampling settings for negative
samples—random, popular, and adversarial—each
designed to challenge the model’s discriminative
capabilities differently. Although our CAAC frame-
work is primarily designed for generative tasks, it
exhibits robust performance in this discriminative
setting, as shown in Table 3. CAAC achieves com-
petitive Accuracy and F1 scores across all settings
and for both LLaVA and InstructBLIP. These re-
sults highlight CAAC’s effectiveness in mitigat-
ing hallucinations beyond its generative focus, out-
performing or matching baseline methods, thus
demonstrating its versatility and robustness.

4.3 Ablation Study

To measure the influence of each module within
the CAAC framework, we conducted ablation ex-
periments using the InstructBLIP-7B model on the
AMBER and CHAIR benchmarks. We evaluated
four configurations: the baseline model, VTC-only,
AAR-only, and the full CAAC framework incor-
porating both modules. These experiments were
performed under the same settings as those used
for the generative tasks, as outlined in Section 4.1.

The results are presented in Figure 6, which in-
cludes the results for the CHAIR benchmark and
the AMBER benchmark. As shown, both modules
individually contribute to lowering hallucination
rates, as measured by CHAIR and Hal metrics,
while also increasing recall. Also, the full CAAC
framework achieves the most significant improve-
ments across all metrics, guiding the model toward
more informative and accurate generations.

4.4 Hyperparameter Analysis

We optimized the CAAC framework by tuning its
key parameters, focusing on the Adaptive Attention
Re-Scaling (AAR) and Visual-Token Calibration
(VTC) modules to balance hallucination reduction



Table 2: Performance on AMBER Benchmark Across Different MaxTokens Settings

MaxTokens 64 MaxTokens 512
Model CHAIR] HAL] COG|] COVER?T | CHAIR] HAL| COG] COVER?T
LLaVA 7.95 31.0 2.2 44.5 11.3 48.1 4.3 50.4
+ OPERA 5.10 19.1 1.5 45.00 73 29.5 3.1 47.5
+ VCD 6.70 27.8 1.95 46.50 8.2 37.3 3.9 51.9
+ M3ID 6.00 26.0 1.5 48.90 7.2 41.4 3.1 57.3
+ AvisC 6.25 25.6 2 46.55 11.0 48.0 5 52.5
+ CAAC (Ours) 4.90 19.7 1.9 45.40 6.0 24.8 2.5 47.6
InstructBLIP 9.6 36 2.3 46.5 12.8 53.5 5.2 52.7
+ OPERA 6.60 24.7 2.5 46.40 9.7 40.5 4.5 51.2
+ VCD 7.60 29.9 2.3 47.65 10.8 46.6 49 53.4
+ M3ID 6.90 27.5 2.2 47.20 10.4 473 4.5 51.7
+ AvisC 6.70 28.0 2.5 46.65 10.1 46.8 4.5 51.2
+ CAAC (Ours) 4.8 20.3 2 46 5.6 25.8 2.6 47.8

Table 3: Performance on POPE MSCOCO Benchmark Across Different Sampling Settings

Model Random Popular Adversarial
Accuracy F1 Accuracy F1 Accuracy F1
LLaVA 83.77 81.94 82.57 80.86 79.77 78.47
+ OPERA 88.49 88.48 83.40 86.4 81.20 82.24
+ VCD 85.43 83.99 83.17 81.94 80.27 79.49
+ M3ID 86.13 81.85 82.07 80.77 79.5 78.15
+ AvisC 84.67 82.21 83.67 81.27 81.83 79.55
+ CAAC (Ours) 88.47 87.8 85.93 85.5 81.03 81.37
InstructBLIP 81.53 81.19 78.47 78.75 77.43 78
+ OPERA 89.18 88.68 83.97 83.69 81.83 81.91
+ VCD 82.03 81.56 79.13 79.2 77.23 71.72
+ M3ID 82.33 81.53 80.9 80.42 78.53 78.49
+ AvisC 86.03 84.41 84.27 82.77 81.83 80.67
+ CAAC (Ours) 87.67 87.05 83.47 83.38 81.17 81.53

while preserving response quality. For AAR, we set
the confidence threshold py, = 0.25, Apax = 1.5,
and applied it to all decoding layers, achieving con-
sistent and coherent outputs. For VTC, applying it
to the first 10 layers (out of 32) minimized halluci-
nation rates effectively, avoiding the incoherence
or truncated sequences observed with full-layer ap-
plication. The smoothing parameter 5 was found
to be very impactful. Large values of 5 (> 0.9)
often resulted in impaired generation sequences.
However, intermediate values for 3, 0.3 ~ 0.7, re-
sulted in coherent and high-quality responses. A
comprehensive analysis of the models’ settings is
provided in Appendix D.

4.5 Qualitative Evaluation

To assess the qualitative performance of our CAAC
framework, we compare its outputs with those of
baseline methods on the AMBER dataset. For in-
stance, Figure 1 shows the captions generated via
InstructBILP and those of the baselines for a given
image. The hallucinations are highlighted. De-
spite the baseline methods, CAAC accurately sup-

presses the word frisbee, which is not present in
the image. Additional examples are provided in the
Appendix E.

5 Conclusion

We introduced the Confidence-Aware Attention
Calibration (CAAC), a training-free, inference-
time framework that mitigates hallucination in
LVLMs by addressing spatial and modality biases
through Visual-Token Calibration and Adaptive
Attention Re-Scaling, ensuring consistent visual
grounding across diverse generation tasks. Ex-
periments on benchmarks like CHAIR, AMBER,
and POPE MSCOCO demonstrate CAAC’s effec-
tiveness in reducing hallucination rates, surpass-
ing baselines like OPERA, particularly in long
sequences, despite a trade-off with metrics like
COVER and Recall. This prioritization of factual
accuracy over exhaustive detail makes CAAC a
practical solution for enhancing LVLM reliability
in safety-critical applications.



6 Limitations

Extra Inference Time. One limitation of our
CAAC framework is the potential increase in infer-
ence time due to the need for two forward passes for
certain tokens. The Adaptive Attention Re-Scaling
(AAR) module requires an initial forward pass to
compute logit probabilities, and if the maximum
logit probability falls below the preset threshold
(e.g., 0.25), a second pass is needed with adjusted
attention weights. Our experiments on the CHAIR
benchmark, generating detailed descriptions for
500 MS COCO images with 512 max new tokens
and a probability threshold of 0.25, revealed that
only 14% of tokens required a second pass, indicat-
ing a modest impact on inference time. This trade-
off is acceptable in factually critical domains like
healthcare, where the reduction in hallucinations
outweighs the slight latency, and the variability (de-
pendent on threshold, sequence length, and input)
is a reasonable scope limitation given our focus on
accuracy over speed.

Suboptimal recall scores. Another limitation is
that CAAC may compromise recall scores while
mitigating hallucinations, as it steers the model’s
attention toward visual information during long
generations, preventing deviations from the input
image and lowering the generation length by a few
percent (Table 1). This intentional focus could
lessen the model’s ability to generate exhaustive
descriptions. In our experiments, recall sometimes
dipped relative to the strongest hallucination base-
lines, though it still exceeded that of the base model.
This trade-off aligns with our goal of enhancing
reliability in safety-critical applications, where fac-
tual correctness is paramount.

Model-specific hyper-parameter tuning. A
third limitation is the need to tune parameters
such as 3, Apax, and the number of decoder lay-
ers for VTC intervention independently for each
LVLM, adding an overhead step before deploy-
ment. Yet, this approach remains computation-
ally efficient compared to methods requiring train-
ing post-hoc hallucination correction modules or
fine-tuning the entire model, a common practice
in baseline approaches. Given that our work fo-
cuses on inference-time intervention rather than
training, this tuning requirement is a reasonable
trade-off and does not detract from the effective-
ness of CAAC as a practical solution for hallucina-
tion mitigation.

Ethical Considerations

Our research complies with ethical standards, using
publicly available datasets like MS COCO, AM-
BER, and CHAIR, sourced responsibly under their
licenses. The content of these datasets does not re-
flect the authors’ views, and no personally identifi-
able information was involved. We ensure transpar-
ent reporting to support fairness and reproducibil-

ity.
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A Further Experimental Details

Baselines. We compare CAAC with four train-
ing—free, inference-time approaches:

* VCD (Visual Contrastive Decoding) (Leng
et al.): each token is decoded twice—once
with the original image and once with a per-
turbed copy—and words whose likelihood col-
lapses under perturbation are down-weighted.
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* AvisC (Woo et al., 2024): first performs
attentional vision calibration by masking
high-attention outlier tokens, then applies
contrastive decoding to suppress visually un-
grounded candidates.

e M3ID (Favero et al.): re-scores candidate to-
kens with a lightweight image-guided gradi-
ent signal, promoting those whose gradients
align with visual features and filtering halluci-
nations.

* OPERA (Huang et al.): augments beam
search with an over-trust penalty and a ret-
rospection—allocation term, penalising tokens
that receive insufficient cumulative attention
from the image.

Implementation Details.

Hardware and runtime. All experiments were
run on a single server equipped with 4xH100 40
GB GPUs and 512 GB of system RAM. We eval-
uate models in 16-bit floating-point precision us-
ing HuggingFace transformers 4.47. A com-
plete AMBER run (512 max-token setting) requires
~12 hours for InstructBLIP and ~10 hours for
LLaVA-1.5.

CAAC hyper-parameters. We use the following
values, selected via the grid search: 5 = 0.7 for
LLaVA-1.5 and 8 = 0.5 for InstructBLIP; Apax =
1.5, Amin = 1.0; confidence threshold py,, = 0.25;
VTC applied to the first 10 decoder layers (out of
32). For discriminative task (POPE) with Instruct-
BLIP, we set Apin = 0, lambda,q, = 1.8, and
applied VTC on the first five layers of the decoder.
This setting optimized the performance of Instruct-
BLIP for discriminative tasks while ensuring that
the scale factor is greater than 1 when p < Pjp,..

Baseline implementations and settings.

» OPERA (Huang et al.): official code' with
beam_size=5, num_cands=5, scale factor 50,
a=1,p=5r=15.

* Contrastive decoding baselines. We adopt
the official AvisC repository? for all three CD
variants and keep the authors’ recommended
hyper-parameters:

— VCD (Leng et al.): «
v =0.1.

"https://github.com/shikiw/OPERA
2https://github.com/sangminwoo/AvisC

L, B

0.1,
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— AvisC (Woo et al., 2024): ~ 0.5,
A=1,a=2.5(LLaVA)/ 3.0 (Instruct-
BLIP).

— MB3ID (Favero et al.): A = 0.2 (default).

For all baselines, we retain the original decoding
parameters (temperature, top-p, etc.) reported in
their papers to ensure fair comparison with our
CAAC framework.

B Image Attention Skew

Visual-Token Calibration (VTC) relies on a single
“reference” image to derive its calibration vector.
A natural concern is whether the choice of that
reference—white canvas, black canvas, or random
noise—affects the resulting adjustment. To test
this, we feed each meaningless image to the LVLM
together with the fixed query “Please describe the
image.” and compute the relative image-relevancy
for all query tokens. Figure 5 shows the results for
InstructBLIP and LLaVA. As one can see from the
relative image relevancy plots, the choice of the
reference image for calibration has no meaningful
impact on the calibration vectors.

C Related Work

C.1 Large Vision-Language Models

Large vision—language models (LVLMs) bring to-
gether powerful visual backbones and large lan-
guage models to enable rich multimodal under-
standing and generation. At their core, LVLMs
consist of three components: a pretrained visual en-
coder (e.g., CLIP (Radford et al., 2021), ViT (Fang
et al., 2023)) that extracts image embeddings; a
lightweight cross-modal alignment module, rang-
ing from a simple linear projection (Liu et al.,
2023) to more sophisticated “Q-former” architec-
tures (Dai et al., 2023; Zhu et al., 2023), that
maps these visual features into the LLM’s embed-
ding space; and a large autoregressive language
decoder (e.g., LLaMA (Touvron et al., 2023), Vi-
cuna (Zheng et al., 2023)) that generates fluent
text. Increasingly advanced LVLM families, such
as mPLUG-OwI2 (Ye et al., 2024), InternVL (Chen
et al., 2024), and QwenVL (Bai et al., 2023),
have also been proposed, driven by diverse data,
optimized architectures, and training paradigms.
LVLMs, thanks to their unified pipeline, acheived
state-of-the-art results on tasks such as open-ended
image captioning, visual question answering, vi-
sual reasoning, etc. (Xu et al., 2025)
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C.2 Hallucination in LVLMs

Hallucination in Large Vision-Language Models
(LVLMs) refers to the generation of responses that
are not factually aligned with the visual input, such
as describing objects absent from the image or mis-
interpreting visual content (Guan et al., 2024; Liu
et al., 2024b; Bai et al., 2025). This phenomenon
poses a significant challenge to the reliability and
practical deployment of LVLMs in real-world ap-
plications. To address this issue, the literature pro-
poses several mitigation strategies, broadly catego-
rized into fine-tuning approaches (Kim et al., 2023;
Jiang et al., 2024; Liu et al., 2024a; Gunjal et al.,
2024), post-hoc rectification techniques (Yin et al.,
2023; Zhou et al., 2024), and inference-time in-
terventions (Leng et al.; Huang et al.; Woo et al.,
2024; Suo et al., 2025; Favero et al.). A promising
direction within inference-time interventions is cali-
brating attention mechanisms within LVLMs. (Zhu
et al., 2025) Introduces uniform and dynamic at-
tention calibration to remove spatial perception
bias present in LVLMs. (Zhang et al., 2024) miti-
gates hallucination by strengthening the influence
of dense attention sinks in the early layers of the
decoder. (Liu et al., 2024c¢) uses visual contrastive
decoding while increasing the weight of the atten-
tion to image tokens in the self-attention heads
of the decoder. (Gong et al., 2024) uses the CLS
token from the vision encoder to filter out high-
attention outlier tokens via a contrastive decoding
strategy. (Woo et al., 2024) constructs the modi-
fied visual input by zeroing out the attention to all
tokens except blind tokens and uses a contrastive
decoding scheme to reduce hallucination.

D Hyperparameter Analysis

In this subsection, we evaluate the impact of key
parameters in the CAAC framework on its perfor-
mance, focusing on the most influential ones due
to limited computational resources. For the Adap-
tive Attention Re-Scaling (AAR) module, we set
the confidence threshold py, = 0.25, as halluci-
natory token frequency increases noticeably when
the logit probability drops below this value (3c).
We also selected \j,ax = 1.5, since values above
2 impair response fluency and coherence. Further-
more, applying AAR to all decoding layers proved
optimal, yielding consistent and coherent outputs
based on experimental results.

For the Visual-Token Calibration (VTC) module,
applying it to all layers often produced incoherent
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Figure 5: Distribution of relative image relevancy scores from InstructBLIP and LLaVA given plain (a-c) black,
(d-f) white, and (g-1) noise images with the query “Please describe the image.” The distributions of relevancy scores
are nearly identical regardless of the reference input image, supporting the robustness of the VTC module.
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Figure 6: Ablation study results for InstructBLIP on 1t 28
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or truncated sequences, likely due to significant o] o m A 36
changes in attention distribution causing informa- ;:: . 7 z;é
tion loss in later layers. We thus examined the g 0
effect of varying the number of layers, from the ’ 28
first 2 to all 32 decoder layers. The best perfor- s 0
mance, with minimal hallucination rates, was ob- b ot dorder 1ors win VG “
served when VTC was applied to the first 10 layers, o

as shown in Figure 7b.
We also assessed the smoothing parameter f3, Figure 7: Distribution of image-token relevancy scores

testing values from O to 0.7. A value of 3 = 1  at the decoder’s last layer given a black canvas and

mirrored the issues seen with all-layers VTC ap-  the query "Please describe the image.". A pronounced

plication and was excluded. Intermediate values  skew toward a few image tokens for (a) LLaVA and (b)

(0.3 to 0.7) reduced hallucination rates most effec-  nStructBLIP can be witnessed.

tively, with 8 = 0.5 and 8 = 0.7 yielding the best

results for InstructBLIP and LLaVA, respectively

(Figure 7a). These observations suggest that mod-

est early-to-mid-layer calibration can encourage
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a balanced attention to the image while allowing
the later layers to promote semantically relevant
tokens.

E Qualitative Evaluation

Additional examples of CAAC’s performance com-
pared to baselines (e.g., LLaVA, OPERA) on
the AMBER dataset are presented in Figure ??.
These cases further illustrate CAAC’s ability to re-
duce hallucinations across varied image-instruction
pairs, with hallucinated content marked in red.
article [utf8]inputenc graphicx subcaption
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e to horses

CAAC (Ours): The scene features a woman standing in a grassy field, with a
horse standing close to her. The horse is positioned near the woman, with its
head resting on her shoulder. The woman is smiling and laughing, likely
enjoying the company of the horse.

(a) InstructBLIP: Case 1

snow-covered surface.

CAAC (Ours): The image features a man riding a snowboard down a sandy
hill. He is standing on the sandy slope, enjoying the thrill of the ride. The man is
wearing down the hill, making the most of the slope's incline. The sky in the
background is clear and blue, indicating a sunny day.

(b) InstructBLIP: Case 2

several chairs
several cups.

CAAC (Ours): The image features a man sitting at a desk, holding a laptop
computer. He is wearing a suit and tie, and appears to be excited about
something, The man is sitting in front of the laptop, with his hands on the
keyboard, making a gesture or expression towards the screen.

(c) InstructBLIP: Case 3

Figure 8: Comparison of CAAC outputs with base-
line methods for the InstructBLIP model. Hallucina-
tions are highlighted.

CAAC (Ours): The image features a woman standing next to a horse in a
erassy ficld. The horse is positioned close to the woman, with its head near her
shoulder. The woman appears to be petting the horse, creating a warm and
friendly atmosphere. The scene is setin a pasture, providing a natural and
serene backdrop for the interaction between the woman and the horse.

(a) LLaVA: Case 1

two benches

‘CAAC (Ours): The image features a young boy standing in a grassy field,
holding a soccer ball. He appears (o be enjoying his time outdoors. possibly
playing a game of soccer. The field is surrounded by a fence, and there are a few
trees in the background. The boy is the main focus of the scene, and his
presence adds a sense of playfulness to the image.

(b) LLaVA: Case 2

soap dispenser

CAAC (Ours): The image features a small bathroom with a white toilet
positioned in the corner of the room. The toilet is surrounded by a white tiled
foor. There is a blue toilet paper holder placed above the toilet, adding a touch
of color to the otherwise white bathroom. The bathroom appears to be in a hotel.
as indicated by the presence of a toilet paper holder.

(c) LLaVA: Case 3

Figure 9: Comparison of CAAC outputs with base-
line methods for the LLaVA model. Hallucinations
are highlighted.
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