Accepted at the MLGenX workshop at ICLR 2025

WHEN REPEATS DRIVE THE VOCABULARY: A
BYTE-PAIR ENCODING ANALYSIS OF T2T PRIMATE
GENOMES

Marina Popova Iaroslav Chelombitko
aglabx JetBrains

Paphos, Cyprus Neapolis University Pafos
marinaalexandrovnapopova@gmail .com Paphos, Cyprus

i.chelombitko@nup.ac.cy

Aleksey Komissarov
aglabx

Paphos, Cyprus
ad3002@gmail.com

ABSTRACT

The emergence of telomere-to-telomere (T2T) genome assemblies has opened
new avenues for comparative genomics, yet effective tokenization strategies for
genomic sequences remain underexplored. In this pilot study, we apply Byte-Pair
Encoding (BPE) to nine T2T primate genomes—including three human assem-
blies—by training independent BPE tokenizers with a fixed vocabulary of 512,000
tokens using our custom tool, dnaBPE. Our analysis reveals that only 11,569 to-
kens are shared across all assemblies, while nearly 991,854 tokens are unique to
a single genome, indicating a rapid decline in shared vocabulary with increasing
assembly comparisons. Moreover, phylogenetic trees derived from token overlap
failed to recapitulate established primate relationships, a discrepancy attributed to
the disproportionate influence of species-specific high-copy repetitive elements.
These findings underscore the dual nature of BPE tokenization: while it effectively
compresses repetitive sequences, its sensitivity to high-copy elements limits its
utility as a universal tool for comparative genomics. We discuss potential hybrid
strategies and repeat-masking approaches to refine genomic tokenization, empha-
sizing the need for domain-specific adaptations in the development of large-scale
genomic language models. The dnaBPE tool used in this study is open-source and
available at https://github.com/aglabx/dnaBPE.

1 INTRODUCTION

The recent development of high-quality, telomere-to-telomere (T2T) genome assemblies (Nurk
et al.,[2022; |Liu et al., | 2024) has greatly enhanced our understanding of genomic structure and evo-
lution among primates (Yoo et al.,2025)). Historically, the human reference genome has served as a
cornerstone for numerous comparative genomics studies; however, the advent of additional T2T pri-
mate assemblies enables more precise examinations of sequence variation, repeat distribution, and
lineage-specific genomic features (Yoo et al.l [2025). In parallel, the emergence of large language
models (LLMs) has ushered in a new era in natural language processing (Vaswani et al.,[2017;[Brown
et al.| [2020; DeepSeek-Al et al., [2025), where tokenization methods—most notably Byte-Pair En-
coding (BPE, (Bostrom & Durrett, |2020)), one of the most commonly used tokenizers—have had
a profound impact on the field. Although the application of these advanced computational tools to
genomic analyses is still in its early stages, their potential to further enhance our understanding of
genetic data is actively being explored (Benegas et al., [2024)).

Byte-Pair Encoding is designed to efficiently represent repeated substrings by iteratively merging
frequent pairs of characters or tokens. While BPE remains a prominent tokenization method in
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genomic language models, the field has explored several alternative approaches. These include
overlapping and non-overlapping k-mer tokenization, as well as nucleotide-level processing. Recent
models like HyenaDNA (Nguyen et al.|[2023)), regl. M (Lal et al.,2024), and Caduceus (Schiff et al.,
2024) have opted for nucleotide-level tokenization, while others such as DNABERT (Ji et al., [2021)
and GeneBERT (Mo et al.l [2021) utilize overlapping k-mers. The diversity of approaches reflects
the ongoing search for optimal ways to represent genomic sequences in machine learning contexts.
However, BPE’s widespread adoption in natural language processing has led to its application in
genomic analysis, despite fundamental differences between natural language and genetic sequences.

In NLP tasks, BPE helps reduce large vocabularies by systematically handling rare words and sub-
words. However, when applied to eukaryotic genomic sequences—where repeats are not merely
noise but biologically significant features such as satellite DNA, transposable elements, and other
high-copy regions (Liao et al., 2023) — a number of new questions arise. For instance, if BPE is
used for tokenization, what impact do these repetitions have on the resulting tokens? Does the preva-
lence of repeated sequences lead to overly generalized tokens that might obscure subtle, yet crucial,
biological variations? Or, conversely, could the inherent repetition in DNA enable a more efficient
compression that highlights lineage-specific repeat expansions or contractions? Understanding how
repeats influence token formation and distribution is essential for optimizing tokenization strategies
in genomic analyses, and may ultimately reveal new insights into the organization and evolution of
the genome.

BPE is also used for tokenizing DNA sequences to train models (Benegas et al., 2024)). This raised
our suspicion that, due to the inherent logic of BPE, it would not be enriched with unique sequences
but rather with repetitive elements, which are abundant in the genome. Similar challenges in tok-
enization strategy selection have also been noted in recent studies (Vishniakov et al., [2024)), which
reported that current pretraining methods for genomic models do not always improve their ability
to capture clinically significant genetic variations. Moreover, the genome contains vast regions of
satellite DNA sequences that can make up as much as 5% of the genome and consist of highly sim-
ilar sequences (Schmid & Deininger, [1975)). These regions are likely to be the primary sites from
where BPE tokens generated. An intriguing fact is that satellite DNA is species-specific. While it
is typically characteristic of groups of species, these groups can still be evolutionarily distant from
each other (Thakur et al. [2021).

We present a pilot study in which BPE tokenizers of fixed size (512K tokens) were independently
trained on nine T2T primate genomes, including three human assemblies (one of which is the
CHMI13hTERT human cell line - CHM13). We describe how the vocabularies overlap—or fail to
overlap—across these tokenizers, the surprising phylogenetic relationships that emerge when com-
paring them, and the extent to which BPE could serve as a robust tool for downstream genomics
analysis. Ultimately, we evaluate whether BPE tokenization captures meaningful genome-wide fea-
tures or if it is limited when applied as a general-purpose tokenizer for large-scale model training
in genomics. BPE proves to be an inadequate tool for tokenizing multiple genomes in their en-
tirety. The question of which tokenizer is optimal for DNA sequences remains unresolved and, in
our opinion, is a primary factor contributing to the challenges in effectively training DNA models.

2 MATERIALS AND METHODS

2.1 GENOME ASSEMBLIES

We selected nine T2T primate genomes, including three distinct human genomes (one of them being
the CHM 13 reference assembly). This set encompassed both closely and distantly related primates
to represent a broad phylogenetic range. All assemblies were curated to ensure they met T2T stan-
dards, with minimal gaps and well-resolved centromeric and telomeric regions, including two human
genomes HG002 (H_HG) and Han Chinese (H-CN) (Jarvis et al.,|2022; |Yang et al.,|2023)), and the
CHM13hTERT human cell line (H.CL) (Nurk et al.,[2022). The non-human primate set comprises
representatives of key ape lineages. In our dataset, the Asian great apes are represented by the
orangutans, including the Sumatran orangutan (Pongo abelii) and the Bornean orangutan (Pongo
pygmaeus). The small apes are represented by the siamang gibbon (Symphalangus syndactylus),
which, despite its basal divergence from the great apes, provides essential comparative insights.
Among the African apes, we include the chimpanzee (Pan troglodytes), bonobo (Pan paniscus), and
the western lowland gorilla (Gorilla gorilla). These species reflect varying degrees of relatedness:
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while chimpanzees and bonobos are our closest living relatives, gorillas occupy a slightly more basal
position within the African ape clade. For every genome except CHM 13, we combined the paternal
and maternal genomes, after that, we added its reverse complement. As a result, the total genome
size amounted to approximately 12 billion base pairs of DNA and 6 billion base pairs for CHM13.

2.2 DNA-SPECIFIC BPE TOKENIZER

For such a large genome size, existing tools are unable to efficiently tokenize the data without an
enormous cost in memory or time. For example, the Hugging Face tokenizer simply freezes when
processing such a volume of data. Another issue is that conventional tokenizers are designed for
natural language text and contain a large number of unnecessary tokens.

Therefore, we decided to implement dnaBPE tokenizer specifically optimized for tokenizing large-
scale DNA sequences: dnaBPE. We introduced several novel features to our tokenizer that are un-
common in text-based tokenizers. First, we processed only the four nucleotide bases—A, T, G, and
C—while treating all other characters as the beginning of a new sequence. The next innovation
was the addition of two extra containers that proved useful for post-analysis. The first container
stores the frequency of a pair at the moment of its merging. The second records the genomic posi-
tions of merged pairs, storing a list of the sequence ID and the position within that sequence. This
significantly simplified our subsequent data analysis.

2.3 TOKENIZER CONSTRUCTION AND TOKEN SETS

For each of the nine genomes, we independently trained a BPE tokenizer of 512,000 tokens. This
size was selected to capture the deep diversity of possible k-mers while also reflecting the typical
upper range used in large language models. The current implementation is written in C++ and is
available in our GitHub repository. It is currently single-threaded, but we plan to make it mul-
tithreaded in the future, which will significantly improve processing speed. In its current form,
running on a single Intel(R) Xeon(R) Platinum 8268 CPU @ 2.90GHz, tokenizing a 12 GB genome
takes approximately 5 hours and requires 200 GB of RAM.

After obtaining the vocabularies, we compared and quantified overlaps between the nine token sets.
We computed how many tokens were shared by exactly 1, 2, 3, up to all 9 tokenizers. These shared
(or unique) tokens were tabulated to reveal the degree of overlap. Additionally, we refer to the
combined dataset of common tokens from nine assemblies as the core token dataset.

2.4 PHYLOGENETIC ANALYSIS OF TOKEN OVERLAPS

To explore whether BPE token overlap could recapitulate known evolutionary relationships, we cal-
culated pairwise distances between each pair of tokenizers. These distances were derived based
on the similarity or dissimilarity of token sets and their frequencies. We then constructed a
phylogenetic-like tree from these distances to assess whether the clustering of genomes followed
expected primate relationships.

2.5 TOKEN ANNOTATION

For token annotation, we used the diploid human genome T2T HGO002.v.1.1, specifically
its maternal haplotype (HGO002.v.1.1.mat.fasta |https://github.com/marbl/HG002).
For this genome, we obtained protein coding exons annotations derived via liftover from
s3://human-pangenomics/T2T/HG002/assemblies/annotation/JHULiftoff/
Jul2024/HG002v110.JHU.20240718.bb.

Additionally, we incorporated annotations from RepeatMasker s3://human-pangenomics/
T2T/HG002/assemblies/annotation/repeatmasker/hg002vl.1.maternal.bb
and cenSat v2.0/s3://human—-pangenomics/T2T/HG002/assemblies/annotation/
centromere/hg002v1.1_v2.0/hg002vl.1.cenSatv2.0.MAT.bed.

From these annotations, we extracted Human Satellite and Alpha Satellite sequences, and among
dispersed repeats, we identified the positions of ALU repeats. For coding sequences, we extracted
the positions of protein coding exons. For token positions, we utilized the additional fields we
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Table 1: First 42 tokens from BPE tokenization (vocabulary size 512,000) across nine T2T primate
genomes, showing perfect conservation of initial dinucleotides, followed by increasing divergence
patterns that reflect both evolutionary relationships and species-specific repetitive elements. Color
coding (green for conservation, orange for divergence) reveals three distinct patterns: high con-
servation in human assemblies through rank 37, intermediate conservation within great apes, and
pronounced species-specific variations in more distant primates.

Rank HHG HCN HCL Sumorang Gibbon Chimp Born.orang Gorilla Bonobo

1 A A A A A A A A A

2 C C C C C C C C C

3 G G G G G G G G G

4 T T T T T T T T T

5 AA AA AA AA AA AA AA AA AA

6 TT TT TT TT TT TT TT TT TT

7 TG TG TG TG TG TG TG TG TG

8 AG AG AG AG AG AG CA CA CA
9 CC CC CC CC CC CC CC TA TA
10 TC TC TC TC TC TC GG CC CC
11 AC AC AC AC AC AC TA GG GG
12 GG GG GG GG GG GG TC TC TC
13 ATT ATT ATT ATT ATT AT GA GA GA
14 AT AT AT AT AT ATT AAA AAA AAA
15 ATG ATG ATG ATG ATG ATG GC GC GC
16 GC GC GC GC GC GC TAA TAA TAA
17 TAA TAA TAA TAA TAA TAA TCA GAA TCA
18 TCC TCC TCC TCC AAAA TCC TGA TTC TGA
19 ACC ACC ACC AAAA TCC ACC TTTT TCA TTTT
20 AAAA AAAA AAAA ACC ACC ATC GAA TGA GAA
21 AGG AGG AGG AGG TTC AAAA TCC TTA TCC
22 ATC ATC ATC TTC AGC AGG TTC TCC TTA
23 TTC TTC TTC AGC AGG AGC TTA TTTT TTC
24 AGC AGC AGC ATC ATC TTC GTG GTG GTG
25 TGG TGG TGG TGG TGC TGG CAC CAC CTG
26 AAG AAG AAG AAG TTTT AAG AAAA AAAA AAAA
27 TGC TGC TGC TGC AAG TGC GGA GGA GGA
28 TTTT ITTT I'TTT TTTT AAC TTTT CTG GTT GCA
29 AAC AAC AAC AAC TGG AAC GCA CTG CCA
30 TTG TTG TTG TTG TAG TAG GCC CATG GCC
31 TAG TAG TAG TAG TAC TAC GTT GCC CAA
32 TAC TAC TAC TAC TTG TTG CAA TCTG GTT
33 CCC CCC CCC CCC AGAA TAT GTA TATT CTT
34 TATT TATT TATT TATT TATT CcCcC CTT GCA TAAA
35 TGGG TGGG TGGG TGGG CCC TATT CCA TAC TATA
36 TAT TAT TAT AGAA TTTC TGGG TCTG TAAA  TCTG
37 AGAA AGAA AGAA TAT TAT ACAG TAAA GAAA GTA
38 TTTC TTTC ATTC TTTC TGGG AAAG GAAA TACA  TCCA
39 AGGG AGGG TTTC AGGG ATTC AAAC TGTG CAA GAAA
40 ATTC  ATTC AGGG TGTG AGAG ATGG TCTT CTT TATT
41 AGGC AGGC AGGC ATTC AAAC AAGG CTA GTA TCTT

42 TGTG TGTG TGTG AGGC TGTG TTTC CACA TCTT CTA

incorporated into the tokenizer, which store information linking each token to its corresponding
position in the genome.
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2.6 COMPARISON WITH EXISTING BPE TOKENIZERS FROM DNA LANGUAGE MODELS

To compare the token sets of other models, we downloaded tokenizers from publicly available pop-
ular DNA models that use BPE tokenization. From these tokenizers, we extracted the vocabularies
and applied the same analysis that we previously conducted for our core tokens.

Since existing BPE tokenizers were not designed for genome-scale tokenization, we developed a
custom C++ tool, TokPosE], to efficiently search for exact matches between tokens and positions in
the genome. This program outputs data in the same format as our tokenizer, ensuring a direct and
fair comparison between different models.

11569 common tokens of 9 assemblies
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Figure 1: Analysis of token length distributions in the core set of 11,569 tokens shared across nine
primate genomes. Left: Frequency histogram (log scale) showing the distribution of token lengths,
with a pronounced peak at 8-12 bp and declining frequency of longer sequences. Right: Comparison
of observed tokens (blue bars) versus theoretical maximum possible sequences (gray bars) for each
length, demonstrating complete representation of 1-bp tokens (4/4), substantial coverage of 2-bp
tokens (7/16), and rapidly decreasing coverage for longer sequences (e.g., only 0.34% of possible
10-bp sequences). This pattern suggests that BPE tokenization effectively captures short, conserved
sequence motifs while longer tokens become increasingly species-specific.

3 RESULTS

3.1 EARLY BPE STEPS IN NINE GENOMES

Detailed analysis of the first 42 tokens revealed distinct patterns of conservation and divergence
across primate genomes. The initial dinucleotides showed remarkable conservation, with AA, TT,
and TG appearing in ranks 5-7 across all nine genomes. Conservation patterns began to diverge at
rank 8, revealing three distinct groupings:

Human assemblies (HG, CN, CL) demonstrated exceptional conservation through rank 37, sharing
nearly identical token sequences and order. Great apes showed intermediate conservation, with
Sumatran orangutan sharing patterns with humans through rank 17, while gorilla and Bornean
orangutan displayed distinct yet related patterns. More distant primates, particularly the gibbon
and bonobo, showed earlier divergence in their token patterns, often featuring unique sequences not
prominently ranked in other species.

The emergence of longer sequences (3-4 bp) showed increasing species specificity, with tokens
like AAAA, TTTT, and TGGG appearing at different ranks across species. This pattern suggests
that while basic genomic building blocks are conserved, the frequency and organization of longer
sequences reflect both evolutionary relationships and species-specific repetitive elements (Table|[T).

3.2 LENGTH DISTRIBUTION OF COMMON TOKENS

Analysis of the 11,569 tokens shared across all nine primate genomes revealed distinctive patterns
in sequence length distribution. The most striking feature was the concentration of token lengths

'https://github.com/aglabx/TokPos
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between 8-12 base pairs, with a pronounced peak around 10 bp. This distribution pattern offers
insights into the nature of conserved genomic elements captured by BPE tokenization.

When comparing observed tokens to theoretical maxima for each length, we found a clear trend of
decreasing coverage as sequence length increased. Dinucleotides maintained substantial coverage
(7 out of 16 possible combinations). However, this coverage dropped dramatically for longer se-
quences: only 592 out of 16,384 possible 7-bp sequences (3.6%) and merely 3,575 out of 1,048,576
possible 10-bp sequences (0.34%) were shared across all genomes. This exponential decline in
coverage with increasing length suggests two key aspects of genomic sequence conservation: (1)
shorter motifs are more likely to be functionally constrained and thus conserved across species, and
(2) longer sequences tend to be more species-specific, possibly due to their role in regulatory ele-
ments or repetitive structures. The peak at 8-12 bp might represent an optimal length for functional
genomic elements that are conserved enough to be captured by BPE tokenization across diverse
primate species (Figure|T).

Hierarchical Clustering of Datasets based on Token Similarity Pairwise Jaccard Distances between Datasets
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Figure 2: Comparative analysis of BPE token distributions across nine primate genomes. Left: Hi-
erarchical clustering dendrogram based on token similarity reveals unexpected groupings that do not
align with known primate phylogeny, with human genomes (HG, CN, CL) scattered across different
clusters rather than forming a monophyletic group. Right: Heatmap of pairwise Jaccard distances
between datasets shows high similarity among human assemblies (0.125-0.234) but unexpectedly
high distances between evolutionarily close species, suggesting that BPE tokenization is strongly
influenced by species-specific repetitive elements rather than evolutionary relationships. Color scale
ranges from dark red (low distance, high similarity) to pale yellow (high distance, low similarity),
highlighting the disconnect between token-based clustering and established primate phylogeny.

3.3 BPE TOKEN OVERLAP

The key question we aimed to answer was how many common tokens exist across the nine tokeniz-
ers. Surprisingly, the overlap turned out to be very small: only 11,569 tokens (0.6% of total tokens)
were shared across all nine genomes. Our analysis revealed a striking gradient of token sharing:
991,854 tokens (51.2%) were unique to individual genomes, while 276,808 (14.3%) and 231,412
(11.9%) tokens were shared between two and three genomes, respectively. A notable decline oc-
curred at four genomes, with only 75,874 tokens (3.9%) shared, followed by a temporary increase
for five and six genomes (110,156 and 205,776 tokens), before dropping sharply for higher numbers
(Figure 3). This distribution pattern, with such a small number of universally shared tokens and
nearly a million genome-specific tokens, suggests that BPE tokenization is strongly influenced by
species-specific sequences. The rapid decrease in shared vocabulary as more assemblies are con-
sidered highlights fundamental challenges in developing a universal genomic tokenizer, particularly
given the prevalence of unique repetitive elements in each genome.
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Table 2: Comparison of token characteristics and genomic coverage across different tokenization ap-
proaches and expected genome content. Size indicates total vocabulary size; median and maximum
token lengths are in base pairs. Coverage percentages are shown for different genomic elements: all
repetitive elements (All reps), exons, satellite DNA (SatDNA), Alu elements, and other sequences.

Model Size  Median toklen Maxtoklen Allreps Exons SatDNA Alu Other
dnaBPE-9 11569 10 48 77.6 10.4 0.4 0.4 11.2
GROVER 610 5 16 77.8 10.5 0.2 04 11.1
GENA-LM 32000 9 64 77.3 10.4 0.7 04 11.2
DNABERT-2 4096 7 32 77.6 10.5 0.3 04 11.2

3.4 PHYLOGENETIC INCONGRUENCE

We performed hierarchical clustering analysis of token distributions to assess whether BPE tok-
enization could recapitulate known evolutionary relationships among primates. The results revealed
surprising patterns that deviated significantly from established primate phylogeny.

The pairwise Jaccard distances analysis showed remarkably high similarity among human assem-
blies (distances ranging from 0.125 to 0.234), as expected for within-species comparisons. However,
the distances between human and other great apes were unexpectedly large, with most values ex-
ceeding 0.9, even for evolutionarily close relatives like chimpanzees. The Bornean orangutan and
gorilla showed moderate similarity to each other (distance 0.658) but exhibited high distances to
other primates, including their close relatives.

The hierarchical clustering dendrogram further emphasized this phylogenetic incongruence. Instead
of clustering according to known evolutionary relationships, the genomes formed unexpected group-
ings. Most strikingly, human genomes (H-HG, H_.CN, H_CL) did not form a monophyletic group as
expected, but were scattered across different clusters. This pattern suggests that BPE tokenization
captures species-specific genomic features, particularly repetitive elements, rather than evolution-
ary relationships. The results highlight how satellite DNA and other repetitive sequences, which
can evolve rapidly and independently, dominate the token distribution patterns over more conserved
genomic regions that typically inform phylogenetic relationships (Figure [2).

3.5 TOKENS ANNOTATION

Comparison of our core tokenizer of nine primates with existing approaches (GROVER, GENA-LM,
and DNABERT-2) revealed unexpected patterns in genomic element representation. All tokenizers
showed similar coverage of exonic regions (approximately 10.4-10.5%), closely matching biolog-
ical expectations. However, the representation of repetitive elements deviated significantly from
expected genomic content. Most strikingly, all tokenizers substantially overrepresented repetitive
elements, capturing approximately 77-78% of their vocabulary compared to the expected 54% ge-
nomic content (Nurk et al.| 2022)). Conversely, Alu elements were severely underrepresented (0.4%
versus expected 11% according to published copy number multiplied on element length (Deininger,
2011)). Satellite DNA showed variable representation across tokenizers (0.2-0.7%) but remained
well below its expected genomic content of 5%. These discrepancies suggest that current tokeniza-
tion approaches, regardless of vocabulary size or token length parameters, share similar biases in
their representation of genomic elements. The core tokens from nine primates, despite having a
larger vocabulary (11,569 tokens) and longer maximum token length (48 bp), showed similar cover-
age patterns to smaller models like GROVER (610 tokens). This consistent pattern across different
architectures suggests a fundamental limitation in how BPE-based tokenization captures genomic
sequence characteristics (Table2)).

It is important to note that all tokenizers were trained on similar datasets. Since the human genome
is present in all tokenizers, the similarity in token distributions can be explained by the fact that they
were trained using the same algorithm on the same data. The shorter the token, the more frequently
it appears in the genome, covering a wider range of contexts, and thus exerting a greater influence
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on the final model. In contrast, longer tokens occur in fewer contexts, making their overall impact
significantly smaller. We suggest that increasing the tokenizer size does not significantly improve
performance in the case of BPE with DNA data.

4 DISCUSSION

Our study demonstrates that BPE tokenization, while capable of capturing high-copy repeats across
T2T primate genomes, has significant limitations as a universal tokenizer for comparative genomics.
The strikingly low number of shared tokens (0.6%) and the incongruence between token-based and
established primate phylogenies highlight how species-specific repetitive sequences dominate the
BPE vocabulary.

Our method offers several practical advantages: it enables tokenizer evaluation before costly model
training, assesses generalization potential to new genomes, and suggests ways to optimize tokenizer
size by identifying and removing uninformative tokens. For applications focused on identifying and
analyzing high-frequency repeats, BPE can serve as a powerful, automated strategy for tasks such
as satellite DNA annotation or novel repeat family discovery. However, for broader comparative
genomics applications or training large-scale models, BPE’s sensitivity to repetitive elements poses
significant challenges. The heavy influence of repeats can overshadow crucial evolutionary signals
in protein-coding and regulatory regions, potentially limiting the tokenizer’s ability to capture func-
tionally important sequences shared across species. This bias could impair downstream models’
capacity to learn cross-species genomic features relevant to gene function, regulation, or disease.

Based on our findings, we propose several practical directions for improving genomic tokenization.
A promising approach would be to develop a two-stage tokenization process that handles different
genomic elements separately. Known functional elements such as exons, regulatory regions, and
conserved non-coding sequences could be tokenized with parameters optimized for their specific
characteristics, while repetitive regions would undergo separate processing. This separation would
help maintain the biological significance of functional elements while still effectively compressing
repetitive sequences.

To address the overwhelming influence of repetitive DNA, we suggest implementing targeted repeat
masking before tokenization. Using established tools like RepeatMasker, satellite DNA and other
repeats could be selectively masked while preserving other repetitive elements that may have func-
tional significance. This balanced approach would help prevent repeated sequences from dominating
the token vocabulary while retaining important biological information.

The tokenization process could be further improved through an adaptive vocabulary system. This
would begin with a core set of tokens derived from highly conserved regions, then dynamically
expand to include species-specific tokens as needed. The vocabulary size could be adjusted based on
sequence conservation levels, allowing for more efficient representation of both shared and unique
genomic features.

Our analysis revealed that BPE tokenization tends to be dominated by high-copy repeats, which
makes it challenging to identify evolutionarily and functionally significant signals. These findings
align with the conclusions of (Vishniakov et al.,2024), who observed that even when using genome
foundation models, pretrained models often fail to outperform randomly initialized models in tasks
requiring high sensitivity to mutations.

This highlights the need to reconsider current approaches to genomic sequence tokenization.

Finally, we see potential in developing a pipeline that leverages shared BPE tokens for compara-
tive genomic analysis. By analyzing token patterns across related species, we could identify and
annotate novel repetitive elements, particularly valuable for newly sequenced genomes where tra-
ditional annotation resources are limited. These tokens could serve as seeds for discovering new
repeat families and understanding genome evolution.

By incorporating biological knowledge into tokenization strategies, we may better harness BPE’s
compression advantages while mitigating its bias toward repetitive elements. While BPE-derived
“token trees” may not reliably reconstruct evolutionary histories, they could provide valuable in-
sights into repeat landscape evolution across lineages.
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5 DATA AVAILABILITY AND REPRODUCIBILITY

Reproducible code is available at |github.com/aglabx/dnaBPE| under the MIT license, and the ex-
tended datasets are hosted at huggingface.co/datasets/aglabx/primates_BPE.

6 AI MODELS USAGE

For text editing, since it was written by non-native English speakers, we used ChatGPT-40 and
03-mini models. Additionally, we utilized Claude Sonnet 3.5 from Anthropic for further editing.
However, we did not use any models for text generation. Additionally, we used GitHub Copilot to
correct errors in the code.
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A APPENDIX

Distribution of Tokens Sharing Across 9 Primate Genomes

10 Token distribution analysis:

tokenizer(s): 991854
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Figure 3: Distribution of token sharing across nine primate genome tokenizers (log scale). The graph
shows a dramatic decline in the number of shared tokens as the number of tokenizers increases,
from nearly 1 million tokens unique to single genomes to only 11,569 tokens shared across all nine
assemblies. The notable drop at four tokenizers reflects the underlying genomic distances: while
human assemblies form a tight cluster (Jaccard distances 0.125-0.234), adding any fourth genome
introduces substantial vocabulary divergence due to large evolutionary distances (Jaccard distances
more than 0.9) between primate species. This pattern demonstrates how species-specific repetitive
elements dominate BPE tokenization, challenging the development of a universal genomic tokenizer.
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