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Abstract

The rise of Multimodal Large Language Mod-001
els (MLLMs), renowned for their advanced002
instruction-following and reasoning capabili-003
ties, has significantly propelled the field of vi-004
sual reasoning. However, due to limitations005
in their image tokenization processes, most006
MLLMs struggle to capture fine details of007
text and objects in images, especially in high-008
resolution samples. To overcome this limita-009
tion, we introduce P2G, a novel framework010
for plug-and-play grounding in MLLMs. P2G011
utilizes the tool-usage potential of MLLMs to012
employ expert agents for on-the-fly grounding013
of reasoning into critical visual and textual el-014
ements in images, thereby enabling deliberate015
reasoning through multimodal prompting. Ad-016
ditionally, we develop P2GB, a benchmark de-017
signed to evaluate MLLMs’ proficiency in un-018
derstanding inter-object relationships and tex-019
tual content in challenging high-resolution im-020
ages. Extensive experiments on visual reason-021
ing tasks demonstrate the superiority of P2G,022
achieving performance comparable to GPT-4V023
on P2GB with a 7B backbone. Our work un-024
derscores the potential of grounding reasoning025
with external agents in MLLMs, presenting a026
promising alternative to mere model scaling.027

1 Introduction028

Large language models (LLMs) (Touvron et al.,029

2023a; OpenAI, 2023; Touvron et al., 2023b) have030

shown strong potential as a unified backbone for031

various language tasks, including in-context learn-032

ing (Brown et al., 2020; Wang et al., 2023b), in-033

struction following (Ouyang et al., 2022), and rea-034

soning (Sun et al., 2023; Wang et al., 2023d).035

Extending LLMs to multimodal capabilities, re-036

searchers have developed Multimodal Large Lan-037

guage Models (MLLMs) (Zhu et al., 2023; Liu038

et al., 2023b; Huang et al., 2023; Alayrac et al.,039

2022; Wang et al., 2023a; Dai et al., 2023), treat-040

ing each modality as a foreign language (Huang041

et al., 2023; Wu et al., 2023). These MLLMs show 042

significant results in the field of visual reasoning. 043

Despite these advancements, MLLMs face limi- 044

tations in visual reasoning due to the high demand 045

for large-scale annotated data for vision instruc- 046

tion tuning (Zhu et al., 2023; Liu et al., 2023b). 047

Collecting annotated multimedia training examples 048

is challenging, and multimodal instruction tuning 049

data is even harder to scale. Another limitation is 050

capturing details in high-resolution images or those 051

with complex textual information, often leading to 052

hallucinations or incorrect reasoning. Non-lossless 053

tokenization of images can also overlook critical 054

semantic details. 055

To address these challenges, successor works 056

have explored grounding reasoning in MLLMs. 057

KOSMOS-2 (Peng et al., 2024) and CogVLM 058

(Wang et al., 2023a) generate bounding boxes for 059

visual occurrences. LLaVAR (Zhang et al., 2023) 060

and TGDoc (Wang et al., 2023c) augment instruc- 061

tion tuning data with OCR-based textual clues and 062

bounding boxes. However, these methods require 063

large amounts of data and training costs. 064

Inspired by recent studies showing LLMs’ ef- 065

fective use of external tools and agents (Shen 066

et al., 2023; Zhuang et al., 2023), we propose 067

P2G, a novel framework for plug-and-play ground- 068

ing of reasoning in MLLMs. Instead of training 069

MLLMs from scratch, we leverage lightweight 070

proxy models as agents to obtain critical clues 071

for reasoning. We use an OCR agent (via Pad- 072

dleOCR (pad, 2022)) and a visual grounding agent 073

(via Grounding-DINO (Liu et al., 2023c)) for text- 074

rich and high-definition images. MLLMs generate 075

specific queries for these agents based on the com- 076

plexity of the reasoning task. 077

To evaluate P2G, we introduce P2GB, a chal- 078

lenging Visual Question Answering (VQA) bench- 079

mark designed to assess MLLMs’ visual grounding, 080

especially in high-resolution and text-rich scenar- 081

ios. Our experiments on visual reasoning tasks, 082
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including P2GB, demonstrate the superiority of083

P2G. Notably, P2G achieved comparable perfor-084

mance to GPT-4V on P2GB with a 7B backbone.085

Our work highlights the potential of plug-and-play086

grounding of reasoning as an alternative to model087

scaling. Our contributions are three-fold:088

1) We propose P2G, a framework for plug-and-089

play grounding of reasoning in high-resolution090

and text-rich visual scenarios using agents.091

2) We introduce P2GB, a VQA benchmark to as-092

sess MLLMs’ reasoning capability in text-rich093

and high-definition image queries.094

3) We conduct extensive experiments on challeng-095

ing reasoning datasets, demonstrating P2G’s su-096

perior performance with a 7B MLLM backbone,097

surpassing similarly scaled or larger models.098

2 Methods099

Our proposed framework, which we refer to as100

P2G, primarily addresses the challenge of visual101

reasoning tasks that involve high-resolution natural102

images and text-rich images. Our goal is to en-103

hance the model’s ability to interpret and analyze104

these complex visual inputs effectively, thereby im-105

proving its performance on visual reasoning that106

requires a nuanced understanding of both visual107

and textual elements in detail.108

2.1 Overall Design of P2G109

Figure 1 illustrates the proposed P2G: Plug-and-110

Play Grounding of Reasoning in large vision lan-111

guage models. The key objective of P2G lies112

in enhancing the groundedness and factualness113

of reasoning from multimodal language models114

(MLLMs), without relying on heavily supervised115

(instruction) fine-tuning on extensive annotated116

data. And to achieve this objective, we harness117

the emergent capabilities like in-context learning118

(Dong et al., 2023), instruction following (Long-119

pre et al., 2023) and tool-usage (Shen et al., 2023)120

capability of large language models. Below, we121

introduce the procedure of P2G in detail.122

2.1.1 Deliberate Reasoning123

To ground the reasoning procedure of MLLMs,124

one key challenge is the hallucination of reasoning125

paths. In other words, MLLMs must know their126

don’t-knows (Cheng et al., 2024) ahead. To miti-127

gate this issue, we propose Deliberate Reasoning in128

P2G, which encourages the MLLMs to first assess 129

their current ability to solve the provided question, 130

before moving forward on reasoning. 131

As illustrated in Figure 1, for a simple visual 132

query, P2G generates the correct answer directly, 133

while for challenging cases, P2G autonomously as- 134

sesses its current capability, and poses demand on 135

support from external agents (experts) on specific 136

textual or visual supporting clues (in the form of 137

natural language query). By introducing this delib- 138

erate reasoning process before moving on to the 139

reasoning problem, we could thereby empower the 140

MLLM with external agents for concise textual or 141

visual understanding, which is generally challeng- 142

ing for large vision language models, especially for 143

nuanced but important details high-definition im- 144

ages. The capability of deliberate reasoning ahead 145

is attained through dedicated instruction tuning, 146

which we will elaborate on in Sec. 2.3. 147

2.1.2 Plug-and-Play Grounding 148

The surging works in the field of retrieval aug- 149

mented generation (RAG) (Gao et al., 2023b) and 150

tool-usage (Shen et al., 2023; Liang et al., 2023) in- 151

spired us on leveraging external experts (agents) in 152

grounding multimodal reasoning with rich textual 153

and visual facts and clues. One major challenge 154

for MLLMs in reasoning (Liu et al., 2023a,b; Ye 155

et al., 2023) is the expressiveness of image repre- 156

sentation, where an only representation (visual to- 157

kens) is provided for reasoning, which hinders the 158

comprehensiveness of encompassed visual informa- 159

tion, especially under high-definition or text-rich 160

scenarios. The information loss during such auto- 161

encoding compression refrains MLLM from gen- 162

erating grounded, accurate reasoning. The latest 163

works either fine-tune on more VQA data (Zhang 164

et al., 2023), or prepend OCR texts into context 165

(Wang et al., 2023c; liu), which does not essen- 166

tially mitigate this core limitation. 167

As a step forward, we propose Plug-and-Play 168

Grounding in P2G, to mitigate the limitation above 169

by providing both rich textual and visual clues, 170

leveraging external agents (experts). As illustrated 171

in Figure 1, based on the specific query on semantic 172

details from MLLMs, we correspondingly call 1) 173

OCR Agent to collect text pieces, or 2) Grounding 174

Agent to fetch visual patches corresponding to the 175

crucial semantic objects requested by the MLLM. 176

Beyond fetching these semantic premises, we also 177

incorporate their relevant position in the image into 178

a multi-modal question prompt, before obtaining a 179
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Challenging High-Resolution Image Challenging High-Resolution ImageSimpler Image Simpler Image

Question: What is the 
name of this book?

Question: When did this 
movie come out?

Question: What is 
displayed in this image?

Question: What is the color of the 
shirt of the person standing in the left 
between the car and the mailbox?

Critical texts that tiny in scale Critical objects that not being prominent

Vision Language Model
Instruction-Tuned on VQA

① Deliberate Reasoning

1) Simpler questions are directly answered by MLLM

Answer: It is named 
“BRITAIN BC”. 

Answer: A passenger jet.Query: Some visual information 
about the following objects is 
missing or unclear: text in the image.

Query: Some visual information about 
the 3 following objects is missing or 
unclear: person, mailbox, car.

Call dedicated agents for text-grounding Call dedicated agents for object-grounding

2) Generate agent calls for more details for challenging tasks

② Plug-and-Play Grounding

OCR Agent for text-grounding Grounding Agent for visual clue curation

DEADPOOL
1/6TH SCALE COLLECTION 
FIGURE
FOX.TM 2016 MARVEL
IN THEATERS
FENRUARY 12
PROTOTYPES …

Object class 1
(person)

Object class 2
(mailbox)

Object class 3
(car)

Critical textual clues are identified from given visual query Critical visual clues are identified from given visual query 

<query image> Additional visual information to focus on:
Text in the image:

“DEADPOOL” at location [0.1, 0.5, 0.5, 0.9]; 

“2016 MARVEL” at location [0.1, 0.1, 0.3, 0.2] …

When did this movie come out?

<query image> Additional visual information to focus on:  
1 mailbox          at location [0.8, 0.1, 0.9, 0.3]; 

1 car                   at location [0.4, 0.1, 0.6, 0.2];

4 person(s)                     at location [0.6, 0.2, 0.7, 0.4],   [0.6, … 
What is the color of the shirt of the person standing in the left 
between the car and the mailbox?

3) Incorporate grounded clues for comprehensive reasoning

Additional 
textual clues

Additional 
visual clues

Vision Language Model
Instruction-Tuned on VQA

Answer: It was released in 2016 by MARVEL. Answer: The person is in black t-shirts. 

Detected 
4 person(s)

Detected 
1 mailbox

Detected 
1 car

Figure 1: Illustration of our proposed P2G for grounding visual reasoning. Given a multi-modal query including an
image and its corresponding question, (1) P2G first deliberately decide whether to seek additional clues (anticipated
text and/or visual objects) from dedicated textual and/or visual grounding agents, or provide a direct answer for
simple and confident cases. For challenging cases, (2) additional text or visual clues are then obtained via OCR
Agent (text) or Grounding Agent (image) according to MLLM’s request. Specifically, we include OCR texts and
their relative positions for textual clues, and for visual clues, we detect and locate all objects for each requested
class. Finally, we incorporate these clues into a multi-modal prompt for obtaining a grounded reasoning answer.
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final comprehensive reasoning answer. Such plug-180

and-play design enables us to leverage SOTA text181

(PaddleOCR (pad, 2022)) or image (Grounding182

DINO (Liu et al., 2023c)) processing tools, mitigat-183

ing the demand for dedicated tuning of backbone184

MLLMs. By providing dedicated textual and visual185

clues, we significantly improve the correctness and186

groundedness of MLLM’s reasoning. Details are187

described in Sec. 2.2.188

2.2 Model Structure189

2.2.1 Architectural Designs190

P2G integrates four main components: an LLM,191

a vision encoder, a projection module, and textual192

(OCR) and visual grounding agents. These compo-193

nents work jointly to enhance the model’s ability194

to process and interpret complex multimodal data.195

We use Vicuna-7B-V1.3 (Zheng et al., 2024) as196

our LLM, which trained Llama on approximately197

125K conversations collected from ShareGPT.com.198

The vision encoder is CLIP ViT-L/14, which pro-199

cesses inputs resized and padded to 2242. This200

encoder handles both the original images and spe-201

cific regions containing detected objects.202

To map visual semantics to the LLM’s hidden203

space, we use two types of projection modules: an204

MLP module, and a cross-attention-based Resam-205

pler (Alayrac et al., 2022). The MLP maintains206

the count of visual tokens and only reshapes its207

dimension, while the Resampler (one-layer cross208

attention)1 also reduces the token quantity (from209

256 to 32) to ensure an efficient context.210

To maintain an adequate count of visual tokens,211

we toggle between the two projection modules. For212

inputs with only initial (global) image features, the213

MLP maps all visual tokens. For inputs with 1214

to 4 critical objects, we employ an MLP to map215

the visual features of these objects and utilize the216

Resampler to downsample the global image. When217

more than 4 objects are detected via Grounding218

Agent, the Resampler handles all visual features of219

objects to ensure an efficient context size.220

The Grounding Agent uses Grounding DINO221

(Liu et al., 2023c) to identify and extract relevant222

objects, while the OCR Agent utilizes PaddleOCR2223

to retrieve textual information.224

1The resampler is implemented as a single-layer cross-
attention, following Alayrac et al. (2022).

2https://github.com/PaddlePaddle/PaddleOCR

Sorry, I cannot answer the question. Some visual infor-
mation about the following objects is missing or unclear:
object1, . . . , objectn.

Figure 2: Calling Grounding Agent for visual clues.

<image> (Original image)

Additional visual information to focus on:
3 button(s) <object>, <object>, <object> at location
[0.25, 0.63, 0.26, 0.64], [0.47, 0.59, 0.48, 0.60], [0.52,
0.62, 0.53, 0.63]

1 paper clip <object> at location [0.65, 0.70, 0.66 ...
(Object features and their positions)

[object class] not existent in the image ... (Objects that
not detected by Grounding Agents)

Are all buttons in the image larger than the paper clips?
Answer the question using a single word or phrase.
(Original question)

Figure 3: Example prompt for the model’s second round
of reasoning, with visual clues from Grounding Agent.

2.2.2 Deliberate Reasoning and Plug-and-Play 225

Grounding 226

We detail the plug-and-play grounding of reason- 227

ing in P2G. As shown in Figure 1, the model first 228

determines if additional visual or textual clues are 229

needed. For straightforward ones, the model di- 230

rectly outputs its reasoning. For high-resolution 231

images or those with detailed text, the model gener- 232

ates query responses, calling the OCR or Ground- 233

ing Agent. Such capability is attained through in- 234

struction fine-tuning, detailed in Section 2.3. 235

For high-resolution images, the model’s initial 236

response may miss certain objects or details, as 237

shown in Figure 2. Grounding DINO detects and 238

crops these objects, magnifying them for focused 239

analysis. These crops are incorporated into prompts 240

for a second round of inference, as illustrated in 241

Figure 3, enabling the model to provide more ac- 242

curate answers. This process is formalized with a 243

detection function Fd, which processes an image I 244

and a set of target objects {object1, . . . , objectn}, 245

resulting in image crops P : 246

P = Fd(I, {object1, . . . , objectn}), (1) 247

where P = {p1, p2, . . . , pm} are the image crops 248

identified by Grounding DINO. The total number 249

of objects and individual quantities of each type 250

are related by
∑n

i=1 xi = m, where n is the total 251

number of object types and xi is the quantity of 252
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Sorry, I cannot answer the question. Some visual infor-
mation about the following objects is missing or unclear:
text in the image.

Figure 4: Calling OCR Agent for textual clues.

<image> (Original image)

Additional visual information to focus on:
Text in the image: ‘May311918’ at location [0.66,
0.043, 0.931, 0.077]; ‘3379Bark Jane Rd’ at location
[0.545, 0.103, 0.921, 0.131]. (Text and their positions)

Please focus on providing an answer to the question
without considering any challenges related to the clarity
or presence of text in the image.
(Add this segment when no text detected in image)

By whom is this letter written? (Original question)

Figure 5: Example prompt for the model’s second round
of reasoning with textual clues from OCR Agent.

the i-th object. As illustrated in Figure 3, we also253

inform MLLMs of the objects not being detected,254

indicating their potential absence from the image.255

For text-rich images, the model’s call to the OCR256

Agent is shown in Figure 4. PaddleOCR extracts257

textual elements, which are integrated with bound-258

ing boxes and questions, as shown in Figure 5. This259

enhances the model’s recognition of text presence260

and positions. Given additional textual clues T and261

visual clues P from external agents, we obtain the262

final visual reasoning results via:263

R = MLLM(qi, qt, T ,P), (2)264

where qi and qt denote image and text queries,265

respectively. By conditioning on both image qi266

and enriched information T and P , we achieve267

plug-and-play grounding of reasoning, leverag-268

ing MLLMs’ in-context learning and instruction-269

following capabilities.270

2.3 Training of P2G271

We outline the training process to equip P2G with272

multimodal capabilities and deliberate reasoning.273

It consists of two stages: multimodal instruction274

tuning and learning of deliberate reasoning, each275

designed to progressively build the P2G’s ability276

to handle complex visual and textual inputs.277

2.3.1 Multimodal Instruction Tuning278

The first stage focuses on equipping our base LLM279

(Vicuna-7B-V1.3 (Zheng et al., 2024)) with funda-280

mental multimodal capabilities. We follow the pro-281

cedures established in LLaVA (Liu et al., 2023b). 282

We employ a 80K sample from LLaVA instruction 283

data, following the procedures and splits used in 284

V* (Wu and Xie, 2023). This stage brings funda- 285

mental multimodal capabilities to LLMs. 286

2.3.2 Learning of Deliberate Reasoning 287

Our second stage aims to refine P2G’s ability to rea- 288

son deliberately, using agents to gather additional 289

clues when needed. It involves two key steps: (1) 290

Identifying Need for Additional Information. The 291

model learns to differentiate between straightfor- 292

ward and complex queries: Simple queries are an- 293

swered directly, while complex queries trigger the 294

use of OCR and grounding agents to gather addi- 295

tional textual or visual information. (2) Learning 296

to incorporate Additional Information. We curate 297

a set of challenging VQA queries, consisting of 298

both positive and negative samples. Negative sam- 299

ples train the model to recognize its deficiency and 300

generate agent calls. Positive samples (including 301

both straightforward and complex queries) help 302

the model to utilize additional clues from agents 303

effectively. 304

Particularly, we adopt a two-round approach: the 305

first stage for direct answering or generating agent 306

calls (round 1), and the second stage for utilizing 307

multimodal clues (round 2). (1) For text-rich im- 308

age reasoning, we select data from train sets of 309

ChartVQA, DOCVQA, and TextVQA, focusing on 310

images with resolutions over 500 pixels and critical 311

texts smaller than 20 pixels. We pre-extract texts 312

with PaddleOCR. The data was then split into neg- 313

ative samples (indicating the need for additional 314

text) and positive samples. (2) For visual object 315

grounding, we adapt data from V* (Wu and Xie, 316

2023) to improve the model’s understanding of 317

quantitative relationships and spatial arrangements 318

between objects by incorporating the number of ob- 319

jects and their bounding boxes. Our two-stage train- 320

ing process ensures P2G handle both simple and 321

complex multimodal queries, leveraging additional 322

information when necessary to provide accurate, 323

grounded answers. 324

3 P2GB Benchmark 325

To quantitatively assess the visual reasoning ca- 326

pabilities under text-rich or high-resolution sce- 327

narios, we constructed a challenging benchmark 328

P2GB. It includes Comprehensive Image Under- 329

standing with Fine-grained Recognition (2080 sam- 330

ples) and Image Text Content Understanding (50 331
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1) Critical objects that not being prominent 2) Critical texts that tiny in scale

Question: How many people are there in 
the picture?

Options:
"There is one person in the picture.",
"There are two people in the picture.",
"There are three people in the picture.",
"There are four or more people in the 
picture."

Question: What color are the trousers of 
the person under the arch in the picture?

Options:

Black, 
Brown, 
Blue, 
Grey

Question: How many times does the 
word 'peer' appear in the image?

Options:

"3 times",
"1 times",
"0 times",
"2 times"

Question: How to contact the 
author?

Options:

www.teensmeetonline.com, 
www.teenomeetonline.com, 
www.teensmetonline.com, 
www.teensimtonline.com 

Figure 6: Illustration of our proposed P2GB benchmark. In P2GB, we consider two challenging visual reasoning
scenarios: comprehensive image understanding and text-rich visual reasoning. For the former, we delicately collect
high-definition image samples where the critical object is not prominent (i.e., tiny in scale) and challenging to
identify, while for the latter we include samples in which crucial textual parts are tiny as well.

samples), totaling 2130 samples (pair of an image332

and multiple-choice question)3.333

(1) Comprehensive Image Understanding with334

Fine-grained Recognition involves analysing high-335

resolution images with complex scenes containing336

multiple objects that the model must identify and337

describe, including their types, locations, and in-338

teractions, to test its ability to recognize and dis-339

tinguish objects within the scene. For this task,340

we randomly select images from SA-1B (Kirillov341

et al., 2023) dataset and adopt EVA-02-L (Fang342

et al., 2023) detector to extract small object (detec-343

tion boxes) from the images. For each image, the344

top 5 boxes are retained based on their scores. A345

detection box is considered a small object if its area346

is less than 1/10 of the full image. We use GPT-4o347

as a candidate for generating questions for each348

image. In each image, a red visual box is used to349

mark the object that needs to be questioned. GPT-350

4o generates a question based on the red box, with351

four answer options and one correct answer. The352

questions, options, and answers are all manually353

reviewed subsequently for accuracy, clarity, and354

does not contain biased or toxic contents.355

(2) Image Text Content Understanding involves356

identifying and understanding small textual con-357

tent within high-resolution images and answering358

related questions. This task tests the model’s ability359

to discern fine text and engage in logical reasoning360

based on the text. As illustrated in Figure 6, we de-361

sign multiple-choice answers for each question that362

carefully crafted and manually reviewed to ensure363

3The proposed benchmark will be released publicly.

validity, fairness, and eliminate ambiguities. To 364

construct this benchmark, we adapt the PowerPoint 365

images and questions from (Wang et al., 2023c), 366

and manually select challenging samples that wider 367

than 1,000 pixels, contains tiny crucial texts, and 368

paired with difficult questions. 369

4 Experiments 370

4.1 Experimental Setup 371

Models and Baselines For MLLMs, we se- 372

lect Vicuna-7B-V1.3 (Chiang et al., 2023) as the 373

language backbone, and follow LLaVA to train 374

an MLLM backbone for P2G. To build up two 375

agents for visual and textual grounding, we se- 376

lect Grounding DINO (Liu et al., 2023c) for ob- 377

taining visual clues (i.e., objects) and PaddleOCR 378

(pad, 2022) for screening texts within the im- 379

age query. We compare P2G against multiple 380

similar-scaled, instruction-tuned MLLMs, includ- 381

ing vanilla LLaVA (Liu et al., 2023b), MiniGPT- 382

4 (Zhu et al., 2023), mPLUG-OWL (Ye et al., 383

2023), and Instruct-BLIP (Dai et al., 2023). In 384

addition, we compare P2G against MLLMs dedi- 385

cated optimized for semantic-rich reasoning, i.e., 386

LLaVAR (Zhang et al., 2023), and TGDoc (Wang 387

et al., 2023c). Finally, we include the most capa- 388

ble MLLM so far, GPT-4V (OpenAI, 2023) on our 389

challenging benchmark P2GB. 390

Datasets Following previous works, we test P2G 391

on a variety of visual reasoning benchmarks. For 392

text-rich visual reasoning, we select DocVQA 393

(Mathew et al., 2021) and ChartVQA (Masry et al., 394
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Model Size DocVQA ChartVQA GQA SEED MMVET MME

MiniGPT-4 (Zhu et al., 2023) 7B 3.0 4.3 - - - -
mPLUG-OWL (Ye et al., 2023) 7B 6.9 9.5 - - - -

LlaVAR (Zhang et al., 2023) 7B 11.6 8.0 - - - -
TGDoc (Wang et al., 2023c) 7B 9.0 12.72 - - - -
LLaVA (Liu et al., 2023b) 7B 19.06 15.30 17.09 23.50 29.10 1107

Instruct-BLIP (Dai et al., 2023) 7B - - 49.20 - 26.20 -
LLaVA (Liu et al., 2023b) 13B 31.77 25.70 17.09 24.01 32.70 965

Instruct-BLIP (Dai et al., 2023) 13B - - 49.50 - 25.60 -

LLaVA + P2G (Ours) 7B 61.44 37.20 59.87 27.46 32.90 1223

Table 1: Performance of P2G on visual reasoning tasks. The best performing 7B model is marked in bold.

Model Size Objects Texts

GPT-4V (OpenAI, 2023) >1T 50.1 68.0
LLaVA (Vicuna-1.3) 7B 40.1 8.0
LLaVA (Vicuna-1.3) 13B 40.2 8.0

LLaVA + P2G (Ours) 7B 42.5 50.0
Gain (%) - 1.06× 6.3×

Table 2: Experimental results of P2G and baselines on
our challenging high-resolution benchmark P2GB.

2022), and GQA (Hudson and Manning, 2019),395

SEED (Li et al., 2023a), MM-VET (Yu et al., 2023),396

and MME (Li et al., 2023a) for semantic-rich and397

general visual reasoning. Beyond existing bench-398

marks, we also curate a challenging benchmark399

P2GB, which contains challenging high-definition,400

semantic, or text-rich visual queries.401

Implementation We implement P2G based on402

the LLM as Vicuna-7B-V1.3, and ViT 224/14, fol-403

lowing LLaVa’s architecture. We finetune our mod-404

els on 8 Nvidia GPUs, with a learning rate of 2e−5,405

batch size of 16, for one epoch, with a cosine sched-406

uler and Adam optimizer.407

For pre-training, we use the 558K subset from408

LAIONCC-SBU, following LLaVA. Subsequently,409

we fine-tune on a 427K dataset, comprising 130K410

negative (for agent call generation) and 297K posi-411

tive examples4. Our negative data includes 110K412

objects from (Wu and Xie, 2023) and 20K text im-413

ages5 from DocVQA, ChartVQA, and TextVQA.414

The positive data consists of 80K simple questions415

from VQA train sets (for direct-answering training)416

and 217K challenging samples for agent utilization417

(190K object images from (Wu and Xie, 2023) and418

27K text images from Doc, Chart, and TextVQA).419

4The LLaVA 7B and 13B baselines in this work are also
reproduced by fine-tuning on the 297K positive examples,
following (Wu and Xie, 2023). The difference is that no extra
clues from agents are provided for the 217K hard queries.

5Selected for their critical text dimensions < 20 pixels.

Benchmark P2G w/o Position in
Prompt

w/ Weaker DINO w/o Agents

DocVQA 61.4 71.6 (+10.2) 61.4 (0.0) 19.0 (-42.4)
ChartVQA 37.2 26.8 (-10.4) 37.2 (0.0) 15.3 (-21.9)
SEED 27.5 24.6 (-2.9) 27.4 (-0.1) 23.5 (-4.0)
MM-VET 32.9 29.1 (-3.8) 29.3 (-3.6) 29.1 (-3.8)

Table 3: Effects on removing the relative position of
grounded (text and/or visual) objects in prompt (w/o Po-
sition in Prompt), replacing the visual grounding agent
with a weaker, non-finetuned DINO (w/ Weaker DINO),
and removing agents in P2G (w/o Agents).

4.2 Results 420

4.2.1 Performance on Visual Reasoning 421

The performance of P2G on visual reasoning bench- 422

marks is presented in Table 2. On text-rich visual 423

reasoning, P2G significantly outperform baselines, 424

including the vanilla LLaVA, by more than doubled 425

(3× on DocVQA, 2.4× on ChartVQA), and also 426

greatly surpass MLLMs that dedicated tuned for 427

text-rich visual reasoning, e.g., LLaVAR and TG- 428

Doc, and even surpasses 13B LLaVA variants. On 429

general visual reasoning benchmarks, P2G also en- 430

joys a consistent improvement over LLaVA and In- 431

strtuctBLIP, demonstrating the superiority of P2G. 432

4.2.2 Performance on P2GB 433

On the more challenging P2GB, P2G achieved a 434

significant improvement over LLaVA, demonstrat- 435

ing a markedly enhanced comprehension of ob- 436

ject details in high-resolution images by over 5x 437

compared with vanilla LLaVA. P2G is also com- 438

parable to GPT-4V and significantly outperforms 439

baselines on reasoning related with nuanced Ob- 440

jects, the most capable MLLM so far, and is huge 441

in scale and training compute. These promising 442

results further highlight the significance of P2G in 443

plug-and-play grounding. A detailed case study on 444

P2GB against GPT-4V is illustrated in Figure 8. 445
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4.2.3 Ablation Study446

We study the effect of P2G in Table 3. We first re-447

move the two agents for plug-and-play grounding448

(w/o Agents) by providing no additional clues, and449

the performance drops drastically, indicating the450

significance of Plug-and-Play Grounding. Upon451

removing the relative position vector for grounded452

objects and texts, we observed a performance degra-453

dation across multiple benchmarks. This decre-454

ment was more notable in structured image datasets455

like ChartVQA, where grounding bounding boxes456

are essential for the model to locate crucial text457

pieces6. We finally replaced the grounding agent458

with a weaker model that not being fine-tuned7. It459

drops improvements in benchmarks that require460

both object and text recognition, such as MM-VET,461

while it does not impact benchmarks focused solely462

on text recognition, like DocVQA.463

5 Analysis464

To further understand the role of deliberate reason-465

ing in P2G, we present a comprehensive analysis466

of this capability in P2G, on SEED, which contains467

both text- and visual-rich samples (Li et al., 2023a).468

Model Size Simple Hard

LLaVA 7B 29.58 14.86
LLaVA + P2G (Ours) 7B 33.67 18.57

Gain (%) - 13.8 25.0

Table 4: Performance P2G and baselines under simple
and hard questions in SEED.

Performance Gain via Agent Assistance We469

first study the effect of deliberate reasoning, under470

both simple and hard visual queries. To obtain such471

splits, we leverage a strong, larger model LLaVa-472

V1.5-13B. We treat the samples whose answers are473

correct as simple sets, and vice versa. As listed in474

Table 4, our P2G is able to improve performance475

on both easy and difficult tasks, while the improve-476

ment is greater for difficult topics. This suggests477

that our deliberate reasoning allows the model to478

answer simple questions more confidently while479

being able to use extrinsic agents to improve per-480

formance on complex questions.481

6In DocVQA, we discover that removing bounding boxes
unintentionally enables room for more detected texts within
the maximized input token limitation (2K). We expect a pos-
itive effect of bounding boxes, given an MLLM with longer
context.

7Both versions: longzw1997/Open-GroundingDino

Routing to Different Agents We further study 482

the routing to each (OCR or Grounding) agent in 483

P2G. As illustrated in Figure 7, both two types of 484

agents are called during inference, indicating that 485

P2G is capable of utilizing corresponding agents 486

for reasoning in need (for text or visual clues). 487

100%

0%

DocVQA

100%

0%

ChartVQA

6%

94%

GQA

79%

21%

MM-VET

46% 54%

SEED

14%

86%

MME

Text OCR Agent Visual Grounding Agent

Figure 7: Agent routing of P2G under various tasks.

Case Study of P2G We first perform a case study 488

on P2GB, in Figure 8, where we compare ratio- 489

nales generated by P2G and GPT-4V(ision). As 490

illustrated in the figure, P2G could generate more 491

grounded and accurate answers, especially for text- 492

rich and high-resolution samples. To further under- 493

stand the deliberate reasoning process of P2G, we 494

provide detailed case studies in Appendix B. 495

6 Conclusion 496

In this paper, we focus on the challenge of ground- 497

ing visual reasoning of multimodal large language 498

models. To address the limitations of most existing 499

works that heavily rely on question-answer pairs 500

for instruction tuning, we propose P2G, a novel 501

framework for plug-and-play grounding of visual 502

reasoning. Dedicated tuned to deliberate thinking, 503

P2G promptly generates calls on external agents 504

for detailed text and visual clues within the image, 505

thus performing better reasoning. Furthermore, we 506

propose P2GB, a challenging benchmark with text- 507

rich and high-definition images to better assess rea- 508

soning capabilities. Comprehensive experiments 509

on a variety of datasets demonstrate the superior- 510

ity of P2G, especially under text-rich and high- 511

definition images. Our work provides meaningful 512

insights into the enhancement of MLLM reason- 513

ing capabilities with tool usage and plug-and-play 514

grounding. We provide a detailed discussion on 515

related works to P2G in Appendix A. 516
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Limitations517

In this section, we discuss the limitations of the518

current work in detail, outlining future directions.519

1) Noise in agents. It is a shared common chal-520

lenge on the capability of external agents itself521

(Liang et al., 2023; Shen et al., 2023) in tool-522

augmented (M)LLMs. While we leverage state-523

of-the-art agents when building P2G, it is possible524

that it returns noisy, biased, or inaccurate results.525

In the future, we may propose a post-agent-call526

filtration strategy, or explore recent advances like527

self-consistency (Wang et al., 2023b).528

2) Token count. To incorporate finer multimodal529

semantics into contexts for grounded reasoning,530

P2G inevitably leverages a longer context of input.531

To accommodate more tokens, we propose novel532

routing strategies for MLP or resampler-based to-533

ken compression mechanisms. However, we be-534

lieve it is also promising to explore enhancing535

P2G with efficient sampling approaches, e.g. KV-536

Caching.537

3) Modality-interleaved or multi-hop reasoning.538

Another limitation of current work and valuable539

future direction is to expand P2G into multi-hop540

and complex reasoning that involves interleaved541

multi-modality clues. For future studies, we may542

explore expanding types of agents, and adapting543

tree (Yao et al., 2023) or graph-structured (Besta544

et al., 2024) reasoning or agent calling paths for545

supporting these more challenging scenarios.546

Ethnics Statement547

This work studies enhancing smaller MLLMs on548

visual reasoning via leveraging external agents and549

deliberate reasoning, which improves the reason-550

ing capability of smaller MLLMs and potentially551

makes them more helpful by improving the accu-552

racy and groundedness of their answers.553

All visual images for creating our novel bench-554

mark P2GB are from publicly accessible resources,555

which we adequately cited in our paper. On cor-556

responding verbal multiple-choice questions, for557

ones we adapted from existing works, we cite their558

sources in our paper; and we leverage a publicly-559

accessible model (GPT-4o) to synthesize the rest560

and manually double-check their correctness. The561

proposed benchmark will be publicly released.562
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ity. To extend LLMs beyond language perception, 925

recent works (Zhu et al., 2023; Liu et al., 2023b; 926
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spite these improvements, MLLMs so far still suf- 951

fers from multiple prevailing limitations, including 952
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How many people 
are there in the 
picture?

GPT-4V:
There is one person 
in the picture.

P2G:
There are two
persons in the picture.

GPT-4V:
It is blue.

What color is the 
shirt of the person 
on the far left in the 
picture?

GPT-4V:
To contact the other party, you can 
use the telephone numbers provided 
in the bottom right corner of the 
picture. There are three numbers 
listed: 1. 0865 88191 2. 0865 88105 3. 
0865 88106

P2G:
cell. 320.6515815 339.2307582

Based on the picture, how do we 
contact the other party?

GPT-4V:
The magazine issue number 
mentioned in the picture is 
1522.

What is the magazine 
issue number mentioned 
in the picture?

GPT-4V:
The line of numbers that appears at the 
bottom of the image is as follows:

"50 49 48 47 46 45 44 43 42 41 40"

What is the line of numbers that 
appears at the bottom of the image？

How many people are in the 
picture?

P2G:
There are five people in the picture.

GPT-4V:
There are two people in the picture.

How many people 
are in the picture?

GPT-4V:
There are three people 
in the picture.

From which university did Theodore 
Harold Maiman obtain his PhD?

GPT-4V:
Theodore Harold Maiman obtained his PhD 
from University of California.

P2G:
Theodore Harold Maiman obtained his PhD 
from the University of California, Berkeley.

P2G:
The shirt of the person 
on the far left in the 
picture is white.

P2G:
The issue number mentioned 
in the picture is 1517.

P2G:
There are  two people 
in the picture.

P2G:
The line of numbers is 1850.

(Correct answer: Stanford University)(Correct answer: 12 people)

Figure 8: Case study of visual reasoning on P2GB, where we compare rationales generated by P2G and GPT-
4V(ision). The first three lines from top to bottom demonstrate cases on both text-rich and semantic-rich reasoning,
and bounding boxes generated with OCR agent and/or Grounding Agent of P2G, where P2G (based on LLaVA-7B)
demonstrates its superior capability in generating grounded reasoning leveraging additional semantic clues against
GPT-4V. The last row comprises two challenging failure cases where both P2G and GPT-4V fails in generating an
accurate answer.
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Case #1 Case #2

Question What is the color of the bowl on the counter? A. Blue
B. Green C. White D. Silver

Is there any musical instrument seen on the stage? A.
No, there isn’t. B. Yes, there is a drum. C. Yes, there
is a guitar. D. Yes, there is a piano.

Image Size 3264× 2448 2048× 1536

Agent Returns

Final Prompt Additional visual information to focus on: 1 bowl
<object> at location [0.891,0.184,0.999,0.328]
What is the color of the bowl on the counter? A. Blue
B. Green C. White D. Silver
Answer with the option’s letter from the given
choices directly.

Additional visual information to focus on: 1 guitar
<object> at location [0.336,0.484,0.690,0.846]
Is there any musical instrument seen on the stage?.
No, there isn’t. B. Yes, there is a drum. C. Yes, there
is a guitar. D. Yes, there is a piano.
Answer with the option’s letter from the given
choices directly.

Final Answer P2G (Ours): D LLaVa: B P2G (Ours): C LLaVa: B

Table 5: Two cases of Plug-and-Play grounding of P2G to critical objects in high-resolution images.

contexts (Wang et al., 2023c) or grasping details956

within high-resolution images (Liu et al., 2023b).957

A.2 Visual Reasoning in Text-Rich Images958

Zhang et al. (2023) developed LLaVAR, which959

aims to enhance the interactive capabilities of960

MLLMs through improved visual instruction tun-961

ing for text-rich image understanding. Hu et al.962

(2024) introduce BLIVA, which employs a novel963

approach by integrating both learned query em-964

beddings and image-encoded patch embeddings965

to enhance the multimodal LLM’s understanding966

and processing of text-rich visual questions. Wang967

et al. (2023c) focus on enhancing MLLMs with968

text-grounding to improve document understand-969

ing, especially in text-rich scenarios. Despite em-970

ploying extensive instruction fine-tuning data, the971

models’ capability for text grounding remains lim-972

ited. Wadhawan et al. (2024) emphasize the need973

for models to understand interactions between text974

and visual content in their evaluation of context-975

sensitive text-rich visual reasoning in large mul-976

timodal models. They primarily employ OCR977

tools and GPT-4 to construct instruction-finetuned978

datasets that enhance MLLM’s visual reasoning of979

text-rich images; however, mere instruction fine- 980

tuning struggles to effectively leverage LLM’s po- 981

tent generative capabilities, resulting in marginal 982

improvements. 983

B Extended Case Study 984

To further understand plug-and-play grounding of 985

reasoning in P2G, we provide two case studies 986

in Table 5 and 6. As illustrated in Table 5, P2G 987

could effectively utilize additional visual clues 988

from Grounding Agent to improve its accuracy 989

of answers, compared to LLaVA. As illustrated 990

in Table 6, by providing textual clues from OCR 991

Agent, the capability of P2G in understanding tiny 992

texts are also largely improved. These cases further 993

highlights the effectiveness of P2G’s design. 994
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Case #3 Case #4

Question How would you describe the general appearance of
the buildings in the photo? A. Modern and sleek B.
Colorful and unique C. Industrial and metallic D. Old
and brick

How much alcohol is in this beverage?

Image Size 736× 938 550× 1200

Agent Returns
(no texts detected in the image)

Final Prompt Additional visual information to focus on:
Please focus on providing an answer to the question
without considering any challenges related to the
clarity or presence of text in the image.
How would you describe the general appearance of
the buildings in the photo? A. Modern and sleek B.
Colorful and unique C. Industrial and metallic D. Old
and brick
Answer with the option’s letter from the given
choices directly.
(no texts detected in the image)

Additional visual information to focus on: text in the
image:
‘CARLING’ at location [0.107, 0.285, 0.658, 0.559];
‘OFTASTE AND’ at location [0.156, 1.297, 0.295,
1.328];
‘ALC4.1%VOL’ at location [0.177, 1.619, 0.278,
1.649];
‘ENJOY EXTRA’ at location [0.177, 1.619, 0.278,
1.649];
‘COLD’ at location [0.205, 1.647, 0.247, 1.67]
How much alcohol is in this beverage?

Final Answer P2G (Ours): D LLaVa: A P2G (Ours): 4.1% LLaVa: 2%

Table 6: Two cases of Plug-and-Play grounding of P2G to critical texts that tiny in its scale. Left: when no texts
are detected by OCR agent, we inform the model and encourage it to focus on non-textual semantics. Right: when
critical texts are detected, we incorporate them with their relative position in multimodal query.
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