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1 Introduction

Recent advances in Large Language Models (LLMs) have enabled powerful sys-
tems that perform tasks by reasoning over tabular data [9, 10, 13, 7, 4]. While
these systems typically assume relevant data is provided with a query, real-world
use cases are mostly open-domain, meaning they receive a query without context
regarding the underlying tables. Retrieving relevant tables is typically done over
dense embeddings of serialized tables [5]. Yet, there is limited understanding of
the effectiveness of different inputs and serialization methods for using such off-
the-shelf text-embedding models for table retrieval. In this work, we show that
different serialization strategies result in significant variations in retrieval per-
formance. Additionally, we surface shortcomings in commonly used benchmarks
applied in open-domain settings, motivating further study and refinement.

2 How to construct table embeddings?

There exist many degrees of freedom in deciding on the parameters for trans-
forming tabular data into a 1-dimensional sequence to extract the embedding.
This sequence may include column names, table content (fully or partially), and
contextual metadata, formatted as, for example, JSON, Markdown, or HTML.
Additionally, row sampling strategies must be defined when including tables only
partially. We use the TARGET benchmark [5] to systematically evaluate the in-
fluence of the different parameters across various datasets for tabular reasoning.
We study the impact of limiting the number of rows included in the sequence,
randomly sampling rows from tables, and serializing them row-wise in JSON
format. Our experiments reveal significant variations in retrieval performance
across parameter settings and models.

In the FeTaQA dataset [7], tables are associated with page and section titles
as metadata. Figure 1 shows that this contextual metadata is highly relevant
for retrieval. Including this metadata in the embedded sequence improves the
average recall@3 by 0.42, showing the importance of contextualizing tables for
retrieval. The interplay between metadata inclusion and the number of sampled
rows varies by model capability. While stronger models like gte-large-en-v1.5
benefit from adding rows alongside metadata (notable on FeTaQA and OTT-
QA [2]), others show performance degradation, suggesting the loss of contextual
metadata information in the embeddings. This is best exemplified by the results
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Fig. 1. Recall@3 for different numbers of row samples on the FeTaQA dataset. The
left plot shows results when including metadata, and the right one when excluding it.

of jina-embeddings-v2-base where the retrieval performance drastically decays
the more rows are included. In settings where no metadata is included, embed-
ding more rows improves retrieval with diminishing returns. Most models show
little improvement when including more than 10 rows in this setting.

Overall, we find that recent long-context text embedding models perform
best, achieving their best results when combining a small sample of rows with
meaningful metadata. There is not a single best parameter combination that
generalizes across all embedding models. Instead, achieving the best performance
is only possible by thorough experimentation with each embedding model.

3 Semantic query coverage for open-domain retrieval

During our experiments, we found large differences in how well queries from dif-
ferent datasets transfer to open-domain settings. We refer to queries that them-
selves contain sufficient information to identify relevant tables, independent of
external context, as self-contained (e.g., "When did season 6 of Reborn! air?" -
FeTaQA). Queries lacking this information are under-specified (e.g., "How many
exams are there?" - Spider). We classify queries from popular benchmarks using
an LLM (gpt-4o-mini). This analysis reveals shortcomings in existing datasets:
FeTaQA has 11% under-specified queries, OTT-QA 17%. In comparison, the
popular Text-to-SQL datasets BIRD [6] and Spider [11] exhibit even larger pro-
portions of under-specified queries (36% and 54%, respectively).

Conclusion In this study, we show that table serialization strategies and con-
textual metadata critically impact retrieval performance, with optimal configu-
rations depending on embedding model capabilities. We further highlight lim-
itations in existing benchmarks complicating realistic evaluation. Future work
should perform mechanistic studies of how embeddings encode tabular structure
and metadata, clarifying how to best capture table semantics. Additionally, the
importance of contextual metadata warrants exploring generative methods to
synthesize metadata for tables lacking context. Finally, our study of semantic
query coverage motivates efforts to create new or adapt existing datasets for
robust open-domain evaluation.
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