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A B S T R A C T

Regional forecasting is crucial for a balanced energy delivery system and for achieving the global transition
to clean energy. However, regional wind forecasting is challenging due to uncertain weather prediction and
its high dimensional nature. Most solutions are limited to single-turbine or farm/park forecasting; therefore,
this work proposes a day-ahead regional wind power forecasting framework using deep Convolutional Neural
Networks (CNN) with context-aware turbine maps and Conformal Quantile Regression (CQR) to generate
quantile forecasts with valid coverage.

Additionally, this work introduces the use of the Split Conformal Predictive System (SCPS) to generate
valid prediction distributions, which has not yet been proposed for wind power forecasting in general. As
well as a new method to generate calibrated prediction distributions based on SCPS and Quantile Regression
Forests (QRF). This new method, named Split Conformal Distribution Regression Forests (SCDRF), allows for
conditional conformal predictive distribution that increases efficiency compared to SCPS while maintaining
valid coverage. SCDRF, together with CNNs and context-aware turbine maps, outperforms the existing models
on the evaluated dataset, reducing the pinball loss by 5.89% while having more flexibility due to the generation
of prediction distributions that can be used to generate any quantile prediction without retraining the model.
1. Introduction

Reducing carbon intensity in electricity generation is crucial to
the ongoing battle against climate change. This is because the power
generation sector accounts for more than 40% of energy-related carbon
dioxide (CO2) emissions.1 Therefore, it is imperative to exert significant
effort to attain net-zero emissions by 2050 to give the world a chance to
limit the global temperature rise to 1.5 ◦C.2 One of the critical areas in
pursuing this objective is the transition to utilizing clean and renewable
energy sources, such as wind power, to generate electricity. However,
the increasing reliance on wind-generated electricity comes with sev-
eral challenges, such as maintaining balance within the electricity grid
and dealing with volatile energy prices, which leads to a rise in the
overall energy cost. Accurate and reliable energy production forecasts
can contribute to a more sustainable energy mix, decreasing operating
costs, mitigating reserve shortfalls, and limiting the extent of wind cur-
tailment [1]. However, precisely those accurate and reliable predictions
of the power outputs of wind energy production are a complex task
since wind energy production depends on weather conditions with a
stochastic nature.

∗ Corresponding author.
E-mail address: jef.jonkers@ugent.be (J. Jonkers).

1 https://www.iea.org/reports/world-energy-outlook-2021/overview.
2 https://www.iea.org/reports/net-zero-by-2050.

This work focuses on a crucial type of forecast, namely the day-
ahead forecast, which provides predictions of energy output a day
before actual generation, which is necessary for enabling the effective
operation of the electrical grids. These markets use a matching princi-
ple, i.e., a forward contract, where a seller promises to deliver/produce
a certain amount of energy and a buyer promises to receive/consume
the same amount. Failure to adhere to the terms of the forward contract
results in financial penalties. These forward contracts are particularly
challenging for photovoltaic (PV) and wind energy producers due to
the stochastic nature of these energy sources, as these are dependent
on the weather conditions, increasing the chance of financial penalties.

Whereas forecasting approaches for day-ahead power generation for
renewable energy sources are an extensively studied subject [2–7], the
majority of approaches focus on forecasting for single turbine or farms
[7], while regional forecasting methods have received relatively limited
attention despite their pivotal role in maintaining a balanced energy
system [2–18]. Regional forecasts help energy producers with strategic
economic decisions, such as, turning on or off a hydropower system or
gas power plant in case of additional or reduced energy needs. System
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operators can also use these regional forecasts to balance the electrical
grid so that the energy consumed matches the amount fed into the grid.

We consider the EEM20 dataset as a starting point for this work,
which was made available in a competitive format at the EEM20
conference. To our knowledge, this dataset is the only publically avail-
able dataset that considers regional forecasting spanning multiple price
regions and gives access to grid-like numerical weather prediction
(NWP) data and the specifications of 4004 turbines located in the
Swedish area. An interesting challenge the EEM20 dataset exhibits is
the increase in operational wind turbines in each region by expanding
existing wind farms and creating new wind farms at entirely different
locations. This challenge can cause a distribution shift and consequently
deteriorate model performance over time. This work tries to resolve
this by introducing the turbine map, which gives spatial context to
a deep and dense convolutional network. These turbine maps convert
the changing and sparse turbine capacity information into a dense grid
and connect the NWPs with information about the wind turbines at the
specific grid points.

In addition to enhancing regional deterministic forecasting and
addressing shifts in distributions, we also assess various methodologies
for generating probabilistic forecasts. These uncertainty quantifications
can improve decision-making processes within the electric power in-
dustry [4,19]. According to Zhang et al. [3], probabilistic forecasting
can be categorized into density forecasting, quantile forecasting, and
interval prediction. Our standpoint is that probability density fore-
casting surpasses the other types of probability forecasting due to its
inherent ability to transform from a density forecast seamlessly into
quantile and interval forecasts. Conversely, the opposite transformation
is unfeasible. Consequently, our work proposes an approach that allows
the prediction of conditional probability distribution, which imparts
considerably more information than quantile forecasts and proves in-
valuable in decision-making scenarios. For instance, it enables us to
determine the probability of power output being above or below a
certain production threshold.

While the EEM20 forecasting competition and its associated liter-
ature concentrate on quantile forecasting and evaluate forecast ap-
proaches using the pinball loss function, it has been noted that this
approach leans towards narrower forecasts, sacrificing reliability. Given
our intention to benchmark our system against existing methodologies,
we will conduct both density and quantile forecasts, subjecting them
to evaluation using the pinball loss function. Moreover, our evaluation
will encompass forecast reliability, assessed by quantifying the cover-
age of the quantile predictions, as unreliable probability predictions
hold minimal value.

To achieve credible forecasts, we will assess a range of machine-
learning techniques in conjunction with conformal prediction. Specifi-
cally, we propose applying Conformal Quantile Regression (CQR) and
the Conformal Predictive System (CPS) for quantile and density fore-
casting. Notably, our work pioneers the use of CQR for regional wind
power prediction and introduces CPS to wind power prediction in
general, enabling the generation of prediction distributions.

In summary, the main contributions of this paper are as follows:

1. The use of deep and dense CNN architectures and the intro-
duction of turbine maps address the distributional shift by sup-
porting the increase of existing wind farms’ capacity and the
creation of new wind farms. Additionally, it allows the use of
a single model for multiple regions and implicitly augments the
training dataset. Essentially, these turbine maps make the model
context-aware.

2. A proposed quantile forecasting approach for day-ahead regional
wind forecasting that outperforms the current state-of-the-art on
the EEM20 dataset.

3. The application of CQR to regional wind power forecasting to
2

achieve adaptive calibrated quantile forecasts.
4. The use of CPS to generate prediction distributions, which can
be extremely useful in the decision-making process of different
actors in the electric power industry.

5. The introduction of a new adaptive CPS algorithm, Split Confor-
mal Distribution Regression Forests (SCDRF), which combines
CPS with the philosophy of Quantile Regression Forests (QRF)
[20].

The remainder of the paper is as follows. Section 2 discusses related
works on regional forecasting and conformal prediction in wind power
forecasting. Section 3 discusses and analyzes the available data. Next,
Section 4 describes the proposed forecasting framework and models
that are evaluated. Section 5 discusses the performance of the presented
models and compares them with the state-of-the-art models on the
EEM20 dataset. Finally, Sections 7 and 6 discuss future work and
present the conclusion, respectively.

2. Related work

Deterministic forecasting methods provide a single-spot forecast
and strive for the highest possible accuracy. Many ways are proposed
in the literature to handle deterministic power forecasting of wind
energy sources. The literature generally divides these methods into
three main approaches: the physical approach, the statistical/machine
learning approach, and the hybrid approach, which combines the physi-
cal and statistical/machine learning approaches [2,4,6,7]. Another way
to classify wind power forecasting is based on the time horizon of the
forecasts, i.e., the time span between the moment when the forecast
is generated and the future point in time for which the prediction
is intended. Santhosh et al. [6] mention four classes based on the
forecasting time scale: very short-term (a few seconds to 30 min ahead),
short-term (30 min to day-ahead), medium-term (day- to month-ahead)
and long-term (more than month-ahead). This work will focus on meth-
ods that handle short- to medium-term forecasting, 12-to 72-hours-
ahead (day-ahead forecasts), which has, for example, applications in
the operational security of the day-ahead electricity market. Currently,
most of the literature agrees that the hybrid approach outperforms the
physical and statistical/machine learning approach [21–23], and also,
the proposed forecasting approach in this work is a hybrid one.

Forecasting approaches for day-ahead wind power production are
a heavily studied subject. However, most literature only covers ap-
proaches to forecasting the power output of a single farm or turbine
[2–7]. The first regional forecasting approaches viewed the task as a
univariate time series problem [8–10]. Treating the day-ahead forecast
as a univariate problem neglects the fact that the outcome is highly
dependent on the weather. More advanced multivariate machine learn-
ing methods have recently been proposed with NWP for regional wind
power forecasting. Some methods, which are called a top approach,
leverage grid-like NWPs features [18,24–28] while others, referred to
as an upscaling or bottom-up approach [15], use NWPs at specific wind
farms [11–17]. Another way of categorizing different regional forecast-
ing approaches is the availability of the power output of single turbines
or farms during training. This availability enables the use of a bottom-
up or upscaling approach where forecasts are made for individual farms
and then aggregated to form a regional forecast, with the possibility of
correcting for correlated errors [11,13–15,17,18]. However, as these
individual power time series are not always available, we focus, in
our approach, on a top approach that uses grid-like NWP for regional
wind power prediction. Another argument pro grid-like NWP features
is that more information is embedded than in the NWPs per farm. In
the top approaches, deep learning methods, such as CNNs and Vision
Transformers (ViT), are currently not used while we believe that these
methods could better handle the curse of dimensionality, which is
present because of the grid-like NWPs, the size of a price region, and
the number of turbines in an area. We argue that these methods could
be specifically used to learn more complicated patterns from the NWP

data and turbine maps.
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In recent years, research on probabilistic forecasting for day-ahead
wind power forecasting started to appear that tries to provide a measure
of uncertainty, e.g., an interval where, with a certain probability,
the real value could lie within. These uncertainty quantifications help
optimize the decision-making process of actors in the electric power in-
dustry [4,19]. The literature divides probabilistic forecasting into para-
metric and non-parametric approaches [3,4,7]. Parametric methods
derive forecasting intervals from parametric distributions like Gaussian
distribution, which differs from non-parametric approaches, that do not
assume the underlying distribution. The non-parametric approach is
the most researched probabilistic approach for (regional) wind power
forecasting [12,13,15,16,24,25,29–33]. An advantage of this approach
is that no assumptions on the underlying error distribution need to be
made. Nevertheless, the fact that these approaches tend to be more
complex is a disadvantage, but their superior performance generally
outweighs this. Nonetheless, parametric approaches are still being pro-
posed with promising results, however, using more complex parametric
distributions such as beta mixture distributions [34]. In Bessa et al.
[4], another distinction is made between statistical methods based on
deterministic NWP forecasts and NWP ensemble forecasts. Methods
based on deterministic NWP forecasts derive uncertainty using statis-
tical methods and deterministic NWP as input. Contrarily, approaches
based on ensemble forecasts determine uncertainty by applying power
forecasts on each ensemble member, or by applying a reduction method
on the ensemble members. The downside of ensemble forecasts is that
they drastically increase the dimension of an already high-dimensional
problem. This work will implement the latter approach as it is the
one that tries to capture the most uncertainty. We will deal with
the dimensionality increase by using the ensemble forecasts’ summary
statistics, like the mean and variance, as features for deep learning and
tree-based models to forecast the power output and related uncertainty.

Tree-based ensembles and physics-inspired input features seem to
be the most popular and successful method to generate a regional
forecast with an uncertainty measure provided next to the predicted
output [25,27,29]. However, more complex deep neural network mod-
els, like CNN and Long Short-Term Memory (LSTM), which proved to
be successful on the single wind farm forecasting task [7] and in the
upscaling approach [12,14,17,35], are also not thoroughly researched
for the regional forecasting task. Basu et al. [24] propose an approach
that uses a CNN network. However, the convolutional layers are mainly
used for dimensionality reduction of the input data, a grid of NWP
variables spanning the entire Swedish region. As mentioned before, we
propose to use an extra grid-like feature representing the locations and
capacities of the turbines in the region, i.e., a turbine map, on top of
the NWP variables. A deeper and denser CNN model can be trained by
linking the characteristics of the turbines and NWP variables, which
will benefit from learning more complex, non-linear relations.

While the conformal prediction framework can provide
non-asymptotic coverage guarantees with limited assumptions, see
Section 4, it has not been often applied to wind power prediction
[33,36,37]. The proposed approaches [33,36,37] specifically use Con-
formalized Quantile Regression (CQR) and present promising results.
However, the methods are limited to interval forecasting and do
not consider density forecasting, which would be of valuable use in
decision-making frameworks. Therefore, this work will propose us-
ing Conformal Predictive Systems (CPS), which allows for generating
calibrated predictive distributions.

3. Data description

This paper uses the Swedish regional wind power production dataset
provided by the EEM20 competition to train and evaluate the regional
wind power forecasting approaches. The competition’s goal was to
generate a day-ahead quantile forecast of aggregated wind power pro-
duction for the four Swedish bidding areas, also known as price regions.
The price regions are named SE1, SE2, SE3, and SE4 in this work. The
3

Fig. 1. Map of Swedish region with turbines from the EEM20 dataset classified per
bidding area.

lower the number in the name of the region, the higher in the north
of Sweden it is situated; see Fig. 1. Also, note that in this setting, a
day-ahead forecast means that on the current day at noon, the power
output is forecasted for every hour of the next day. The competition
consisted of six tasks:

• Task 1: January until February 2001
• Task 2: March until April 2001
• Task 3: May until June 2001
• Task 4: July until August 2001
• Task 5: September until October 2001
• Task 6: November until December 2001

For each task, the participants are required to predict each price
region’s day-ahead hourly power production for the next two months
based on NWP data and turbine records. The participants can input a
grid of weather forecasts from that period. The dataset consists of three
parts:

1. Records of all Swedish turbines containing the capacity, nacelle
height, rotor diameter, installation date, and location of the
turbines.

2. A 169 by 71 grid of numerical weather predictions covering
the Swedish area (zonal wind, meridional wind, wind gust
speed, temperature, pressure, relative humidity). For each grid
of NWP variable, ten predictions by different ensemble members,
i.e., forecasts, are available, which should reflect the uncertainty
of the weather model estimate.

3. Hourly power time series aggregated over all turbines per bid-
ding area.

3.1. Turbine data

The dataset consists of specifications of 4004 turbines located in the
Swedish area. The dataset contains the capacity, nacelle height, rotor
diameter, installation date, and location of the turbines. The dataset
brings three major challenges for the forecasting task, related to the
turbines. The first challenge is the heterogeneity between price regions.
First of all, there is a difference in the number of tribunes in each
region (see Fig. 1) and the aggregated capacity of each region (see
Fig. 2). Additionally, there is considerable variability in the type of
terrain, turbines, and climate in the different regions. The turbines
in price regions SE1 and SE2 are installed in higher terrains, while
those in regions SE3 and SE4 are closer to sea level. Notably, there
is considerable variability among turbines within the same bidding
area, with capacities ranging from 10 kW to 4.2 MW. This diversity
is particularly pronounced in regions SE3 and SE4, where turbines



Applied Energy 361 (2024) 122900J. Jonkers et al.
Fig. 2. Evolution of wind power capacity in MW for each bidding area.

exhibit a wide range of capacities. In contrast, regions SE1 and SE2
predominantly feature higher-capacity turbines.

The second challenge this dataset brings is the increase in power
capacity over time; see Fig. 2. The capacity and the number of tur-
bines in region SE1 more than doubled during 2001. New turbines
are sometimes placed at existing farms but occasionally at entirely
different places, making the forecasting problem more challenging.
Consequently, these change the characteristics of the power time series
and cause a distribution shift, which is difficult to handle for machine
learning methods. To partially account for this distribution shift during
forecasting and training, we introduce a ‘‘turbine map’’, defined in
Section 4.1, which accounts for the evolution in the turbine mix. We
also normalize the power time series by its region’s installed capacity,
to support changes over time.

A third challenge is the data quality of the records. In the nor-
malized power time series of price region SE1, the power production
regularly surpasses the theoretical boundary between October and De-
cember of 2000, see Fig. 3(a). This is impossible, indicating erroneous
data, in the dataset. This phenomenon is also noticed in previous liter-
ature that uses this dataset [25,29]. There are three potential reasons
for this error: (1) incomplete turbine records, as partly indicated by
the competition organizers; (2) errors in some of the turbine records’
installation dates; and (3) errors in the power time series of SE1.
Since the forecasting method’s target variable is the normalized power
output, this can severely affect training and performance. Therefore,
the normalized power output of SE1 is adjusted by moving some of
the turbine’s installation dates backward. More specifically, 66 turbine
installation dates have been changed from 30/11/2000 to 30/09/2000.
The 66 turbines are of the same type, each with a theoretical capacity
of 3.2 MW, installed roughly at the exact location. By making this
adjustment, the time series of SE1 does not output more power than
the capacity, supporting this correction.

3.2. Numerical weather prediction data

For the EEM20 dataset, the Norwegian Meteorological Institute
(MET) Norway provides a 10-member ensemble forecast for the Scan-
4

dinavian region. According to Basu et al. [24], MET Norway uses
the HARMONIE ensemble model [38] to forecast weather variables
and quantify the uncertainty and predictability of NWP output. The
NWP data consists of forecasts computed at 06:00 UTC the day before,
thus in time for trading in the European day-ahead electricity markets
[29]. The data consists of a spatial grid of 169 by 71 NWPs in hourly
resolution for each day for two years (except for three missing dates).
Each ensemble member provides predictions for seven meteorological
variables. Hence, for every hour, 839,930 values are available, meaning
that there are in the entire dataset 14.7 billion values to use considering
the NWP alone. As input for the deterministic models and further anal-
ysis in this section, the mean of the ensemble data is used. The reason
for this is to reduce the dimensionality of the data. In addition, some
literature indicates the absence of performance gains using ensemble
data compared to the mean of the ensemble [29,39].

4. Methodology

This section will present our proposed forecasting framework that
consists of four components, see Fig. 4: (1) a map construction com-
ponent; (2) a deterministic forecasting component; (3) an uncertainty
forecasting component; and (4) a calibration component. In this frame-
work, we propose using a split conformal predictive system (SCPS)
[40], a framework based on conformal prediction that outputs prob-
ability distributions instead of prediction sets. These probability dis-
tributions can then be used to generate quantile forecasting. We will
compare this method to conformalized quantile regression (CQR) [41],
which combines conformal prediction and quantile regression. SCPS
and CQR require us to split the data into proper training and calibration
sets to achieve well-calibrated probability distributions or quantile
predictions. The different sets are used as follows: First, a deterministic
model is trained on the proper training set, which uses feature maps
from the map construction component as input. We use the calibra-
tion set for an early-stopping procedure to achieve greater predictive
efficiency to prevent the deterministic model from overfitting. Note
that this slightly violates the assumptions of CQR and SCPS; however,
evaluations have shown that this has a minor effect on reliability
and results in a significant increase in precision. Afterward, different
regression methods are trained to quantify the uncertainty of each
prediction or, in the case of CQR, to generate quantile predictions.
These methods use the point forecast of the deterministic model as
input, together with information about the price region, hour, and date
of the requested forecast, as well as the current and previous mean
region NWP predictions, and the variability in the ensemble NWPs.
Finally, the calibration set is used to calculate nonconformity scores
that quantify the error made by our uncalibrated quantile predictions,
and these scores are then used to form probability distribution in the
case of SCPS. In the case of CQR, the scores are used to recalibrate the
quantile forecasts to adjust for possible under- or over-coverage.

4.1. Map construction component

Our first component, the map construction component, performs
data preprocessing and feature engineering to construct a tensor of
dimensions 𝐶 × 𝐻 × 𝑊 , where each channel 𝐶 is a feature map
that represents a particular variable, such as an NWP, with values at
different coordinates. The 2D grid with dimension 𝐻 ×𝑊 , where each
index represents a specific coordinate, is a ‘‘zoomed-in’’ grid created
such that each price region has values of NWP variables closely related
to the turbines of the region. Each price region 2D grid has a dimension
of 64 × 64 and is determined based on the location of the turbines in
that region.

To reduce the dimensionality of the input data, not all available
NWP variables are used as a feature map. After initial data analysis and
applying a forward selection method with a hold-out validation set, two
features were empirically found to be sufficient for the deterministic

forecast: the absolute wind speed and wind gust speeds. Eq. (1) presents
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Fig. 3. Time series of hourly produced normalized power for SE1.
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he formula of the absolute wind speed, which uses the zonal and
eridional wind speeds that indicate the direction and speed of the
ind:

𝑖𝑛𝑑 =
√

𝑊 𝑖𝑛𝑑2𝑈 +𝑊 𝑖𝑛𝑑2𝑉 (1)

This new absolute wind speed variable is used instead of the zonal
and meridional as, on the one hand, it reduces the dimension of the
input data, and, on the other hand, it has a high correlation with
power time series. Due to this transformation, we lose information
about the direction of the wind. However, after several experiments,
this information is of negligible value. We also evaluated the use of
wind power density, frequently used in wind power forecasting for
single turbine prediction [42], as a feature map; however, it did not
increase performance on the hold-out set.

Crucially, a turbine map is also concatenated with the NWP feature
maps to add more information to the input feature. Each turbine capac-
ity of the price region is aggregated to a grid point on the turbine map.
The turbine map has identical dimensions to the cropped NWP grid
and represents equivalent locations. The map aggregates the capacity
of a turbine in a weighted way to the closest four grid points, where
a higher weight is assigned to a more nearly point, see Algorithm 1.
An advantage of this feature map is that it can handle an increasing
production capacity. It can also account for specific outages due to
maintenance or grid-balancing decisions. In essence, the turbine map
gives the model context. The grid also enables a single model to be
used for modeling all the price regions. Therefore, general phenomena
occurring in specific areas can be learned by the model, thus increasing
the generalizability of the model. Additionally, we also notice that it
speeds up training time. To the best of our knowledge, we are the
first to use and create these turbine maps combined with the NWP
grid. This concept could be extended in future work to use more
information/context about the turbines and geospatial data, and train
on more regions, by creating a foundational model for forecasting
5

regional wind power production.
Algorithm 1 Turbine map construction
Input:  , a set of operational turbines where 𝑖th turbine 𝑡𝑖 has

geographic coordinate (𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑖) and maximal power capacity 𝐶𝑖
Input: 𝐺𝑙𝑎𝑡 and 𝐺𝑙𝑜𝑛, both 64x64 coordinate matrix which represents

respectively the latitude and longitude values of the geographic
coordinates of the NWPs,

utput: 𝑀 , a 64x64 matrix which represents the turbine map
1: 𝑀 ← 0 ⊳ Initiate a 64x64 zero-matrix
2: for all 𝑖 ∈ {1, ..., 𝑘} do
3: 𝐷𝑖 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒{(𝐺𝑙𝑎𝑡, 𝐺𝑙𝑜𝑛), (𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑖)} ⊳ Calculate
a 64x64 distance matrix that represents the distance between 𝐺 and 𝑖
(𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑖)

4: {(𝑥𝑖,1, 𝑦𝑖,1), (𝑥𝑖,2, 𝑦𝑖,2), (𝑥𝑖,3, 𝑦𝑖,3), (𝑥𝑖,4, 𝑦𝑖,4)} = argsort(𝐷𝑖)[∶ 4] ⊳
Find the four indexes with the smallest values (distance to turbine 𝑖)

5: 𝑠𝑐𝑎𝑙𝑒𝑖 =
∑4

𝑗 𝐷𝑖[𝑥𝑖,𝑗 , 𝑦𝑖,𝑗 ]

6: 𝑀[𝑥𝑖,1, 𝑦𝑖,1] = 𝑀[𝑥𝑖,1, 𝑦𝑖,1] +
1
3𝐶𝑖(1 −

𝐷𝑖[𝑥𝑖,1 ,𝑦𝑖,1]
𝑠𝑐𝑎𝑙𝑒𝑖

)

7: 𝑀[𝑥𝑖,2, 𝑦𝑖,2] = 𝑀[𝑥𝑖,2, 𝑦𝑖,2] +
1
3𝐶𝑖(1 −

𝐷𝑖[𝑥𝑖,2 ,𝑦𝑖,2]
𝑠𝑐𝑎𝑙𝑒𝑖

)

8: 𝑀[𝑥𝑖,3, 𝑦𝑖,3] = 𝑀[𝑥𝑖,3, 𝑦𝑖,3] +
1
3𝐶𝑖(1 −

𝐷𝑖[𝑥𝑖,3 ,𝑦𝑖,3]
𝑠𝑐𝑎𝑙𝑒𝑖

)

9: 𝑀[𝑥𝑖,4, 𝑦𝑖,4] = 𝑀[𝑥𝑖,4, 𝑦𝑖,4] +
1
3𝐶𝑖(1 −

𝐷𝑖[𝑥𝑖,4 ,𝑦𝑖,4]
𝑠𝑐𝑎𝑙𝑒𝑖

)
10: end for

4.2. Deterministic forecasting model

A CNN architecture, traditionally used in computer vision tasks, is
proposed as the final deterministic model that uses the grid of two NWP
variables, wind and wind gust speed, extended with the turbine map.
A single model is used for modeling all the price regions.

CNNs have several interesting characteristics for regional wind
power forecasting. First, CNNs usually have sparse interactions using

kernels smaller than the input [43]. Consequently, CNN models need
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Fig. 4. Proposed regional day-ahead probabilistic forecasting framework.
to store fewer parameters. It also means it requires fewer operations
to compute the output [43]. Second, another valuable aspect of CNN
models is that they leverage parameter sharing and thus reduce the
6

model’s parameter size, which is helpful for this problem setting be-
cause of the high-dimensional input data available for forecasting. Due
to parameter sharing, CNN models learn one set of parameters for
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every location instead of separate sets for each location [43]. The latter
aspect is not a problem because the turbine map together with a grid
of NWP variables, are added as an input channel. Without the turbine
map, the model would need a separate set of parameters for each
location because it needs to learn which regions of the NWP grid are
important. Given the highly correlated dataset, this would be a difficult
task, as 8736 sometimes highly correlated samples per price region
would be needed. The changing turbine mix for each price region
over time makes this even more difficult. This is probably the reason,
intentionally or not, why Basu et al. [24] only use a few CNN layers
in the beginning and switch to dense layers further in the network to
make use of a separate set of parameters for each location. Our choice
for the turbine map, together with the normalization of the power time
series, enables using a single model to model all the price regions.

In light of the recent rise of transformer architecture, claims are
often made related to image classification that the transformer ar-
chitectures are more robust, efficient, and provide better uncertainty
estimates. Consequentially, one might think that since our problem
setting works with 2D-dimensional data, this claim would translate to
our setting. However, note that a recent thorough empirical analysis
[44] states that state-of-the-art CNNs (such as ConvNext [45]) can be
as reliable and robust, or even more, than state-of-the-art transformers.
Nonetheless, CNNs and transformers have very different characteristics,
each with its own inductive biases. Due to the self-attention mechanism
and the use of patches of ViTs [46] and derivatives, they tend to focus
more on shapes and curvature, thus essentially acting as low-pass filters
[47]. In contrast, the convolutional layers prioritize texture and can
be considered high-pass filters [48]. However, note that depending on
the learned features in different layers, they can function as both high-
and low-pass filters [48]. Most importantly, CNNs have an inductive
bias for spatial invariance, which is beneficial in our problem setting.
The ViT architecture does not exhibit this bias and requires more data
than CNNs such as ResNet [49]. Therefore, Wu et al. [49] proposed
an architecture combining convolution layers and vision transformers
to get the best of both worlds. The MaxViT architecture [50] goes even
further, introducing a new attention module named the dubbed blocked
multi-axis self-attention (Max-SA), reducing the quadratic complexity
of vanilla attention to linear without any loss of non-locality. The
MaxViT architecture is then built by stacking alternative layers of Max-
SA with MBConv in a hierarchical architecture [50]. Advantageously,
MaxViT benefits from global and local receptive fields throughout the
entire depth of the network. Therefore, and since the performance
of the different types of architectures can be problem-dependent, we
evaluated both CNN and hybrid transformer architectures. Note that
the amount of practical ViT architectures and newly introduced CNN
architectures for this forecasting task is limited, as most of these
architectures have an enormous number of parameters and need more
training data than we have to our availability.

Based on the performance results, see Section 5.2 and Table 1, the
architecture of the proposed approach is an adapted version of the
DenseNet architecture proposed by Huang et al. [51]. DenseNet builds
on the observations by He et al. [52] that shorter connections between
layers closer to the input and output enable deeper, more efficient,
and consequently more accurate networks. DenseNet’s approach is
simple: connect all the layers directly with the same feature-map size.
DenseNets combine features by concatenating them instead of adding
them like in ResNets [52]; in consequence, the 𝑙th layer has 𝑙 connec-
tions [51]. Hence in a 𝐿-layer network, there are 𝐿(𝐿+1)

2 connections
in contrast with 𝐿 connection in a traditional network [51]. Fig. 5
shows an abstract overview of the proposed adaptation, DenseNet100-
k12-BC, of the DenseNet architecture. The proposed DenseNet model
uses a growth rate k equal to 12, consists of 100 layers, and uses
bottleneck layers and compression [51]. The DenseNet architecture is
compared to a ResNet architecture [52] that consists of three building
blocks, with each a depth of 9, using bottleneck layers, and with feature
7

maps sizes of respectively 16 × 16, 32 × 32, 64 × 64. Finally, the
model is compared with the MaxViT architecture, which consists of
three stages, each stage 2, 5, and 2 MaxViT blocks, respectively. Other
hyperparameters of the MaxViT model are the following: the dimension
of the convolutional stem is 16, the dimension of the first layer is 12,
the dimension of the attention head is 6, the window size for the blocks
and grids is 4, the expansion rate of MBConv layer is 4, the shrinkage
rate of the squeeze-excitation in MBConv is 0.25, and the dropout rate
is 0.2.

4.3. Uncertainty quantification and calibration component

Most machine learning regression models are primarily designed to
provide accurate point predictions. However, as emphasized earlier,
the reliability of these predictions is crucial for instilling trust and
confidence in them from external stakeholders who rely on these
forecasts. When dealing with probability forecasts, they must be well-
calibrated, meaning that they provide reliable predictions. Without
proper calibration, the utility of these predictions diminishes.

In this work, we propose disentangling the deterministic forecasts
and uncertainty quantification. We do this by predicting the residual
values of the deterministic model and the actual power output in our
third component, i.e. the uncertainty quantification component. To
achieve this, we fit quantile or probability density prediction models on
the proper training dataset, such as Linear Quantile Regression (LQR),
Quantile Gradient Boosting Tree (QGBT), and Quantile Regression
Forests (QRF). As input features, we utilize a combination of both
quantitative and qualitative input features. Among these features, the
price region indicator is the sole static feature, while the remaining
features exhibit a temporal dimension. Specifically, the temporal input
features encompass the following elements:

• Normalized prediction of the deterministic model: This feature
involves the prediction values obtained from the deterministic
model, which have been normalized.

• Total region capacity: This dynamic feature varies over time and
across distinct price regions. The capacity within the EEM20
dataset predominantly increases due to the introduction of new
wind farms or the expansion of existing ones. However, it is
important to note that capacity could also change by factors such
as maintenance activities for specific wind turbines or strategic
allocation decisions in this context.

• Hour and day-of-the-week indicator for the target prediction: This
feature provides information about the specific hour and day of
the week associated with the target prediction, thus capturing
temporal patterns.

• Spatial mean of NWP: For each NWP variable and price region,
this feature resembles the spatial mean by aggregating values
across grid points. It provides insights into the overall behavior
of NWP variables within a region.

• Lagged and potentially leading spatial mean of NWP: Similar to
the previous feature, this attribute computes the spatial mean of
NWP variables for a particular region. However, it incorporates
data from previous or possibly future hours within the same NWP
forecast run. This captures temporal dependencies in the NWP
data. In addition, we also believe that this feature can capture
icing phenomena, which can accumulate to significant power loss.

• Spatial standard deviations of NWP ensemble: This feature as-
sesses the uncertainty associated with NWP data. Specifically,
it calculates the spatial standard deviations of the predictions
generated by a 10-member ensemble, offering valuable insights
into the variability and reliability of NWPs.

We also evaluated the use of embeddings of the deterministic model
as features for the uncertainty quantification models and found no
increase in performance or reliability by including them.

In summary, our predictive modeling framework incorporates di-
verse input features for UQ, including static and temporal features and
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Fig. 5. DenseNet-100-BC architecture with growth rate 𝑘 = 12, bottleneck layers, and compression in the transition layers. The green square represents a convolutional layer, the
purple circle with the letter B represents a batch normalization operation, and the blue circle represents the activation function where R stands for ReLU and S for sigmoid. The
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measures of spatial characteristics and uncertainty in NWP data. These
features collectively enable us to enhance our UQ predictions’ accuracy
and robustness.

4.3.1. Conformal prediction
Conformal prediction is a model-agnostic methodology that can

transform point predictions into reliable prediction intervals with non-
asymptotic, distribution-free coverage guarantees under the exchange-
ability assumption. In practice, split or inductive conformal prediction
is used, where the main idea is to split your data into a proper training
set and a calibration set. The regression model is then trained on the
training set, and the calibration set is used in our fourth component
to calculate nonconformity scores. These scores, determined by a non-
conformity measure, assess how unusual an example appears relative
to the instances in the training set.

To transition from a point forecast to quantile predictions, we pro-
pose the use of signed error as a nonconformity score [53], as opposed
to the more commonly used absolute error, which can only deliver
asymmetric intervals, i.e., intervals where the probability mass below
and above the lower and upper bound respectively are not guaranteed
to be equal. Utilizing the signed errors 𝛼𝑖 = 𝑦𝑖 − 𝑦̂𝑖 of the calibration
et, we sort them in ascending order. Subsequently, a specific quantile
𝛿 can be generated by taking the ⌊𝛿(𝑁𝑐𝑎𝑙 + 1)⌋ + 1 element of the

sorted signed errors 𝛼, where 𝑁𝑐𝑎𝑙 represents the number of examples
in the calibration set, and 𝛿 signifies the desired quantile. Calibrated
predictions are then derived by adding 𝑞𝛿 to 𝑦̂𝑖.

While this approach results in calibrated quantile predictions, it
provides only marginal coverage, often failing to meet expectations. For
instance, a 25% quantile prediction (𝑦 < 𝑞0.25) may have 100% coverage
in one price region (e.g., SE1) and 0% coverage in others, resulting in
an overall marginal coverage of 25%. However, we desire conditional
coverage to provide coverage guarantees for different strata.

An intuitive, simple, and effective approach is the Mondrian con-
formal predictor [54], which divides the example space 𝑍 with a
measurable function 𝜅 that assigns each 𝑧 ∈ 𝑍 to its category 𝑘.
The same procedure as described earlier can then be applied to each
8

category. An example of a possible category is the price region in our
setting. However, one could also categorize (bin) the point prediction
of the deterministic model; this approach is referred to as Mondrian
conformal regression [55].

Another approach for generating adaptive prediction intervals is
Conformalized Quantile Regression (CQR) proposed by Romano et al.
[41], which fuses quantile regression methods with a conformal way
of thinking to get valid distribution-free prediction intervals, inheriting
advantages of both approaches resulting in variable-width conformal
prediction intervals. Simulation studies have demonstrated that CQR
outperforms standard classical approaches regarding efficiency (a.k.a.
sharpness) [41].

The CQR approach closely resembles the standard induction confor-
mal prediction approach. First, the data is divided into proper training
and calibration sets. The proper training set is used to fit a quantile
regression model, while the calibration set is used to compute noncon-
formity scores 𝛼𝛿 for each desired quantile with level 𝛿. These scores are
used to derive an adjustment term to calibrate the quantile regression
model, with the nonconformity score being the signed error between
the target value and quantile prediction (𝛼𝛿,𝑖 = 𝑦𝑖−𝑦̂𝛿,𝑖). The adjustment
term is then obtained by calculating the 𝛿th quantile of the errors
of the fitted model on the calibration set, 𝑄𝛿(𝛼𝛿). Calibrated quantile
predictions can then be generated by adding 𝑄𝛿(𝛼𝛿) to 𝑦̂𝛿,𝑖.

One notable advantage of CQR is its ability to calibrate various
uantile regression machine learning methods, including those known
or delivering poorly calibrated predictions, such as neural networks,
radient Boosting Machines (GBM), QRF, and LQR.

One of the problems with both split conformal prediction and CQR
s that when the signed error is used as a nonconformity measure, it
s assumed that the response variable 𝑦 has an unbounded domain,
.e., 𝑦 ∈ R. To resolve this issue, we propose in this work the logit-

nonconformity measure: 𝛼𝑖 = 𝑙𝑜𝑔𝑖𝑡(𝑦𝑖) − 𝑙𝑜𝑔𝑖𝑡(𝑦̂𝑖). A calibrated quantile
prediction in the case of CQR is then generated by

̂ = 𝑒𝑥𝑝𝑖𝑡(𝑙𝑜𝑔𝑖𝑡(𝑦̂ ) +𝑄 (𝛼 )) (2)
𝛿,𝑖 𝛿,𝑖 𝛿 𝛿
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Simply put, we transform the domain of the response variable from a
bounded to an unbounded domain, apply conformal prediction, and
transform the predicted intervals or quantiles back to the original
domain.

4.3.2. Conformal predictive systems
As previously discussed, calibrated probability density predictions

are more desirable as they offer more insights and possibilities in
decision-making processes. We propose using a Split Conformal Predic-
tive System (SCPS) [40], modifying conformal predictors that output
probability distributions instead of prediction sets as in conformal
prediction. The SCPS has many parallels with inductive conformal
prediction; instead of using the calibration scores to create these ad-
justments for a specific predefined prediction interval or quantile, we
keep them to create a conformal predictive distribution. CPS uses the
sorted (ascending order) calibration scores 𝐶1,… , 𝐶𝑁𝑐𝑎𝑙

with 𝑁𝑐𝑎𝑙 the
number of examples in the calibration set, and set 𝐶0 = −∞ and
𝑁𝑐𝑎𝑙+1 = ∞. Given a test object 𝑥, we can generate a prediction 𝑦̂ from

he deterministic model and return a predictive distribution:

(𝑦, 𝜙) =

⎧

⎪

⎨

⎪

⎩

𝑖+𝜙
𝑁𝑐𝑎𝑙+1

if 𝑦 ∈ (𝑦̂ + 𝐶𝑖, 𝑦̂ + 𝐶𝑖+1) for 𝑖 ∈ {0,… , 𝑁𝑐𝑎𝑙}

𝑖′−1+(𝑖′′−𝑖′+2)𝜙
𝑁𝑐𝑎𝑙+1

if 𝑦 = 𝑦̂ + 𝐶𝑖 for 𝑖 ∈ {0,… , 𝑁𝑐𝑎𝑙}

where 𝑖′′ = min{𝑚|𝐶𝑚 = 𝐶𝑖}, 𝑖ε = max{𝑚|𝐶𝑚 = 𝐶𝑖}, and 𝜙 is a
andom number which follows a Uniform distribution between 0 and
. However, as recently pointed out in the literature [40,56–58], this
pproach has the same problem as the standard conformal prediction
ntervals, they are not adaptive. Therefore, extensions of the standard
CPS are proposed. Mondrian conformal predictive distribution [56]
pplies the same methodology of Mondrian conformal predictors [54,
5] to SCPS. Another approach is the Conformal Predictive Distribution
ree (CPDT), which is, in essence, a single tree where each leaf contains
conformal predictive distribution, giving more adaptive prediction

istribution while being interpretable due to the decision tree.
Although these more adaptive methods allow efficiency increases

ompared to the standard approach, they still do not provide the adap-
iveness that CQR gives to conformal prediction intervals. Applying the
ramework of CPS to calibrate the quantile regression forest, as pro-
osed by Wang et al. [57], is a step towards more adaptive conformal
rediction distributions. They suggest calibrating QRF with CPS, where
ach tree’s out-of-bag (OOB) samples are seen as a calibration set, see
lgorithm 2. Note that this proposed algorithm is not proven to be
alid in theory, and out of the evaluation on 20 public datasets, it is
hown that there were some deviations (around 2.5%) compared to
deal coverage and to the standard SCPS method, which has proven
on-asymptotic coverage guarantees. The proposed algorithm also has
lot of similarities with the jackknife method in conformal prediction,
hich has a fragile out-of-sample coverage and only has asymptotic

overage properties with non-trivial conditions on the base estimator
59,60].
Algorithm 2 Calibrating QRF with CPS based on OOB and weighted
samples. (Wang et al. [57])
Input: Training set 𝑍𝑁 = {(𝑋1, 𝑦1), ..., (𝑋𝑁 , 𝑦𝑁 )}
Input: Test object 𝑥0
Output: Predictive distribution 𝑌0
1: Fit QRF on the training set 𝑍𝑁

2: Calculate 𝐶𝑖 = 𝐹 (𝑖)
𝑥𝑖 for {𝑖 ∈ {1, ..., 𝑁} ⊳ Let 𝐹 (𝑖)

𝑥𝑖 be the
probabilistic prediction based on all trees whose OOB samples includes
𝑖th training data.

3: For 𝑗 ∈ {1, ..., 𝑁}, calculate 𝛼𝑗 quantile of 𝐹 (0)
𝑥0 , which we denote as

𝑞𝑗 : 𝐹
(0)−1
𝑥0 (𝛼𝑗 ) = 𝑞𝑗

4: Return the weighted empirical distribution of {𝑞1, ..., 𝑞𝑙} whose
weights are {𝑤1(𝑥0), ..., 𝑤𝑁 (𝑥0)} where 𝑤𝑖 is the fraction of trees
where 𝑥𝑖 is in the rectangular subspace of a leaf containing 𝑥0.
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4.3.3. Split Conformal Distribution Regression Forest (SCDRF)
In this work, we additionally propose the Split Conformal Distribu-

tion Regression Forest (SCDRF), a novel algorithm that combines the
philosophy of QRF [20] with CPS to generate adaptive conformal pre-
dictive distributions, see Algorithm 3. The idea is to create all trees with
the proper training dataset and generate conformalized distributions in
each of the rectangular subspaces of each tree. These conformalized
distributions are constructed with examples in the calibration set in
the same rectangular subspace. Given a specific example 𝑥0, we get

𝑡𝑟𝑒𝑒 predictive distributions; these distributions are then averaged to
et the calibrated predictive distribution. We hypothesize that this
ethod could deliver adaptive calibrated predictive distributions. We
ant to point out that the resulting trees are called honest trees, as

hey do not re-use target values 𝑦𝑖 for both determining split points
and for making predictions. This property has been required to prove
the consistency of random forests in specific settings [61,62], and thus
could be of valuable use in establishing (non)-asymptotic coverage
guarantees. Note that the discussion and proof of (non)-asymptotic cov-
erage guarantees are left as future work. Nonetheless, this innovative
approach marks a significant advancement in tackling the adaptiveness
challenges encountered by the SCPS and the validity concerns of some
of the alternative adaptive SCPS methods. Notably, a key advantage
over the proposal by Wang et al. [57] is that SCDRF is model-agnostic,
allowing its integration with any deterministic model.

Algorithm 3 Split Conformal Distribution Regression Forest (SCDRF)

Input: Proper training set 𝑍𝑁𝑡𝑟𝑎𝑖𝑛 = {(𝑋1, 𝑦1), ..., (𝑋𝑁 , 𝑦𝑁𝑡𝑟𝑎𝑖𝑛
)}

nput: Calibration set 𝑍𝑁𝑐𝑎𝑙 = {(𝑋1, 𝑦1), ..., (𝑋𝑁 , 𝑦𝑁𝑐𝑎𝑙
)}

nput: Test object 𝑥0
nput: A generic regression algorithm 
utput: Predictive distribution 𝑌0

1: Fit 𝑍𝑁𝑡𝑟𝑎𝑖𝑛 on the generic regression algorithm 
2: Infer the training residuals from : {𝑦1 − 𝑦̂1, ..., 𝑦𝑁𝑡𝑟𝑎𝑖𝑛

− 𝑦̂𝑁𝑡𝑟𝑎𝑖𝑛
}

3: Fit Random Forest on the proper training set 𝑍𝑁𝑡𝑟𝑎𝑖𝑛 targeting the
training residuals.

4: For every leaf in each tree, compute the calibration scores (errors)
of the calibration set examples that belong to that leaf, i.e. rectan-
gular subspace. ⊳ In essence, a conformal predictive distribution is
formed in every leaf for each tree.

5: Return the distribution function of 𝑥0 by averaging the conformal
predictive distributions of every tree 𝑖 rectangular subspace that 𝑥0
belongs 𝑄𝑖(𝑦|𝑋 = 𝑥0):

𝐹 (𝑦|𝑋 = 𝑥0) =
𝑛𝑡𝑟𝑒𝑒𝑠
∑

𝑖=1
𝑄𝑖(𝑦|𝑋 = 𝑥0)

5. Results and discussion

The benefit of our framework is that we can easily exchange differ-
ent components and thus optimize every part separately. We will first
discuss our point forecast, the deterministic model, and afterward, the
quantile forecasting models with different calibration methods. Note
that we also evaluate disentangling the deterministic and uncertainty
quantification by optimizing a quantile CNN using the same architec-
ture as the deterministic model but with the critical difference being
the output of nine quantiles optimized by the pinball loss function, see
Eq. (4).

5.1. Data splitting

To evaluate the different architectures, we train the models on the
data from the year 2000 and assess them on the data from 2001. From

this training dataset, we hold out a validation set that we use for an
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Table 1
Overview of deterministic forecasting results. Best results are highlighted in bold.

DenseNet ResNet MaxViT

MAE (MW) NMAE MAE (MW) NMAE MAE (MW) NMAE

Task 1: Jan–Feb 2001 121.98 0.06823 124.73 0.06859 122.71 0.06802
Task 2: Mar–Apr 2001 117.00 0.06381 125.66 0.06771 127.04 0.06908
Task 3: May–Jun 2001 101.47 0.05573 104.19 0.05690 104.86 0.05721
Task 4: Jul–Aug 2001 91.99 0.05056 94.56 0.05162 94.63 0.05247
Task 5: Sep–Oct 2001 110.41 0.05657 114.48 0.05778 113.42 0.05754
Task 6: Nov–Dec 2001 132.89 0.06327 138.19 0.06607 130.80 0.06338
Tasks 1–6: Jan–Dec 2001 112.62 0.05970 116.97 0.06145 115.58 0.06128
Validation set 82.80 0.05324 83.69 0.05325 85.54 0.05444
Fig. 6. Learning and validation curve of DenseNet, ResNet, and MaxVit model, trained
with patience of 30 epochs for early stopping.

early-stopping procedure and calibration. This validation/calibration
set is the same in all training runs for the different architectures and
calibration approaches.

5.2. Deterministic models

For training both the CNN and ViT models, a batch size of 32, a
learning rate of 1e−4, and an AdamW [63] optimizer are used. The
models are optimized with the L1-loss, which optimizes the mean ab-
solute error (MAE). This loss function is chosen as it is closely related to
the pinball (quantile) loss function; 50% quantile loss is the same as the
L1-loss function except for a constant factor since the L1 loss function
optimizes to estimate the median. With a consistent size of the training
datasets, we noted comparable training times for the three determinis-
tic models, ranging from 6 to 12 h, with an increase corresponding to
the size of the training set. On the other hand, performing inference
for a 24-h period requires a few seconds (CPU only). Consequently,
since the uncertainty quantification can almost be inferred instantly,
this timeframe is more than sufficient for taking action based on the
generated forecasts. In Fig. 6, we observe a large generalization gap,
i.e., the gap between the training loss and validation loss, which we
observe with all evaluated architectures. This is probably due to an
unrepresentative training dataset and indicates that the model needs
more training data. Table 1 shows the results of our experiments and
indicates that the DenseNet architecture is a superior model for the
point forecast compared to the ResNet and MaxViT architectures.

5.3. Uncertainty quantification and calibration

In this study, we evaluate the performance of CQR, Mondrian
conformal prediction, and standard inductive conformal prediction for
uncertainty quantification and calibration. For CQR, and as an uncali-
brated reference, we assess a range of quantile forecasting methods to
identify those best suited for this application. Specifically, we evalu-
ate linear quantile regression (LQR), quantile gradient boosting trees
(QGBT), and quantile random forests (QRF). More specifically, for the
QGBT, we use the XGBoost boosting system (QXGB) [64]. Additionally,
10
we explore a model that combines quantile and deterministic forecast-
ing models, using the same architecture as the deterministic model but
with the critical difference being the output of nine quantiles optimized
by the pinball loss function, see Eq. (4). Additionally, we compare
these conformal prediction methods with some of the discussed CPS ap-
proaches, such as standard SCPS, Mondrian SCPS, and SCDRF. Finally,
we also compare the quality and reliability of the probability prediction
distribution of the CPS approaches.

5.3.1. Evaluation metrics
The EEM20 competition evaluated different approaches using the

average pinball loss function [65], a probability forecasting skill score
incorporating both the sharpness and reliability of a quantile forecast.
This work uses the same pinball loss function to evaluate quantile
predictions. Eq. (3) presents the pinball (or quantile) loss function for
a quantile 𝛿:

𝜌𝛿𝑖 (𝑞
𝛿
𝑖 , 𝑦𝑖) =

{

𝛿(𝑦𝑖 − 𝑞𝛿𝑖 ), 𝑦𝑖 ≥ 𝑞𝛿𝑖
(1 − 𝛿)(𝑞𝛿𝑖 − 𝑦𝑖), 𝑦𝑖 < 𝑞𝛿𝑖

(3)

where 𝑞𝑖 represents the predicted value for quantile 𝛿, and 𝑦𝑖 repre-
sents the target value. The pinball loss function can be seen as an
absolute error, with an additional penalty term when the prediction
error exhibits a less probable sign, e.g., when the target quantile is
10%, and the quantile estimate is larger than the observed value, the
absolute error gets a weight of 0.9 instead of 0.1. It thus accounts for
both the sharpness and reliability of a quantile forecast. The quantile
score is also a proper scoring rule for quantile predictions and thus,
therefore, fit to evaluate different quantile regression models [66]. A
scoring rule is considered ‘‘proper’’ if, on average, it rewards forecasters
for providing accurate and well-calibrated probability estimates.

Eq. (4) represents the average pinball loss function, which is the
average quantile losses on the predicted quantiles for this competition
{0.1, 0.2,… , 0.9}.

𝜌𝑖 =
1
𝑁𝛿

∑

𝛿∈{0.1,0.2,…,0.9}
𝜌𝛿𝑖 (𝑞

𝛿
𝑖 , 𝑦𝑖) (4)

However, the loss function slightly favors sharpness over reliability,
which could result, to some extent, in sharp but less reliable forecasts
when the pinball loss function is used for optimization or evaluation.
This is also mentioned by Browell et al. [29]. They also noted that
an alternative loss function that mitigates this characteristic has not
been proposed yet. Since we slightly violated some of the assumptions
of conformal prediction and introduced some new, unproven methods,
we do not have (non)-asymptotic coverage guarantees. Therefore, and
because reliability is a first priority, we must evaluate the reliability of
forecasts separately. We do this visually by inspecting reliability plots,
see Fig. 7, which visualize the reliability of the different methods. These
plots show the deviation from perfect reliability against the required
probability. Besides visually inspecting reliability, we also evaluate it
numerically by measuring the mean absolute quantile coverage error:

MQCE =
∑

|

|

|

|

{

1
𝑁

𝑁𝑡𝑒𝑠𝑡
∑

1𝑦<𝑞𝛿

}

− 𝛿
|

|

|

|

(5)

𝛿∈{0.1,0.2,…,0.9} | 𝑡𝑒𝑠𝑡 𝑖=1 |
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Table 2
Evaluation of different quantile forecast approaches, trained on the first year of the EEM20 dataset and evaluated on the following year. The
scale of the pinball loss function is in MW. Each category’s best evaluation scores and approaches are highlighted in bold, and the overall best
are underlined.

Task 1
PL

Task 2
PL

Task 3
PL

Task 4
PL

Task 5
PL

Task 6
PL

Average
PL

SCPS 48.5232 46.7655 40.2982 36.6175 43.6214 52.6067 44.7387
SCPS-logit 48.2913 46.0982 40.0217 36.4830 43.9583 52.3617 44.5357
MCPS-region 50.3513 47.7600 40.7393 36.3723 43.6352 53.2351 45.3489
MCPS-region-logit 52.0054 48.8611 41.7946 37.1885 44.8860 54.1332 46.4781
MCPS-bins 50.1302 46.5313 40.6215 36.9548 44.5432 52.8059 45.2645
MCPS-bins-logit 49.7768 46.3861 40.8495 37.2072 44.7020 52.8921 45.3023

LQR 57.9338 57.6905 48.4342 41.9310 52.6327 64.0425 53.7775
CQR-LQR 49.7479 49.5741 41.4726 36.3020 44.6193 54.3920 46.0180
CQR-logit-LQR 49.0481 48.7776 41.0196 35.8194 44.6329 53.7915 45.5148

QXGB 55.1557 55.9889 46.3781 40.9410 49.8649 62.4181 51.7911
CQR-QXGB 49.0458 49.2761 41.0522 36.5569 44.1579 55.2759 45.8941
CQR-logit-QXGB 48.6747 49.0930 40.7072 36.0756 44.0553 54.6871 45.5488
QXGB-error 55.6263 54.9954 46.4135 40.8464 49.4838 60.3533 51.2865
CQR-QXGB-error 48.4755 47.8969 40.4447 36.1064 43.2520 52.6716 44.8078
QXGB-logit-error 56.3808 55.9365 47.0402 41.0591 49.8320 60.9383 51.8645
CQR-QXGB-logit-error 48.1212 47.6141 40.1808 35.5774 43.0909 52.0231 44.4346

QRF 53.4628 53.1245 44.5703 39.6153 47.9132 58.6468 49.5555
CQR-QRF 48.0505 47.5879 40.1894 36.2964 43.2967 52.7650 44.6977
CQR-logit-QRF 47.3824 47.0011 39.6635 35.6540 42.9732 51.9436 44.1030
QRF-error 55.6766 55.3945 46.7267 40.9493 49.8511 60.7073 51.5509
CQR-QRF-error 48.4300 48.2043 40.6641 36.1780 43.4708 52.9077 44.9758
QRF-logit-error 55.0435 54.7372 46.0391 40.6291 49.3081 60.0475 50.9674
CQR-QRF-logit-error 47.5852 47.1441 39.9890 35.7857 43.2272 51.8641 44.2659

SCDRF 47.9301 46.8926 40.1462 35.9818 43.3177 51.6380 44.3178
SCDRF-logit 47.7515 47.1296 40.5283 36.2793 43.7620 51.7745 44.5375

DN-PBL 57.3887 55.7400 41.7017 38.0203 47.7551 56.5764 49.5304
CQR-DN-PBL 55.7219 53.7137 40.3180 36.9630 46.3374 55.0844 48.0231
CQR-logit-DN-PBL 55.3741 52.8741 40.2268 36.9544 46.2589 54.6847 47.7289
C
t
p
h
f
d
b

t
t
c
M
m

C

p
r
p

To evaluate the probability density predictions, we use the contin-
ous ranked probability score (CRPS), used in several other studies
elated to CPS [40,56,57,67]. If we define 𝐹 as the distribution function
∶ R → [0, 1], and 𝑦𝑖 as the actual value, then the CRPS is defined as

ollows:

RPS(𝐹 , 𝑦𝑖) = ∫

∞

−∞
(𝐹 (𝑦) − 1𝑦>𝑦𝑖 )

2𝑑𝑦 (6)

erformance improves as CRPS decreases, reaching its optimal at a
inimum value of 0.

.3.2. Evaluation of quantile prediction and calibration
The results of different quantile regression methods paired with

arying calibration methods are presented in Table 2. Essentially, we
an divide the evaluated methods by how the initial quantile forecast
s performed: SCPS/MCPS, LQR, QXGB, QRF, and DenseNets optimized
ith pinball loss function DN-PBL. We also distinguish the quantile

egression approaches into settings where the target is the actual power
utput, the residual error 𝑦𝑖 − 𝑦̂𝑖 (denoted by -error) or logit residual
rror 𝑙𝑜𝑔𝑖𝑡(𝑦𝑖) − 𝑙𝑜𝑔𝑖𝑡(𝑦̂𝑖) (denoted by -logit-error). Finally, for the con-
ormal approaches, we also evaluated the use of two nonconformity
easures, one with a regular signed error as a nonconformity measure

nd another one that uses our proposed logit nonconformity measure
denoted by -logit).

We generally observe that all uncalibrated regression algorithms are
he worst-performing approaches due to overconfident predictions; see
ig. 7. There are two main reasons for this: first, these algorithms do
ot guarantee calibrated quantile predictions, and second, the large
eneralization gap of the deterministic model causes the quantile re-
ression algorithms to overfit the problem, resulting in overconfident
ncertainty predictions. This observation stresses the importance of cal-
bration quantile regression approaches, certainly, if these approaches
ave a tendency to overfit, such as neural networks and gradient
oosting.
11

T

Across all quantile regression algorithms with CQR (denoted by
QR-), the logit nonconformity measure increased efficiency compared
o the classical residual error while observing roughly the same em-
irical coverage. For the SCPS, we observed the same phenomena;
owever, we observed the opposite for the MCPS and SCDRF. In
uture work, evaluating this logit-error nonconformity measure on
ifferent datasets with a target value with a bounded domain would
e interesting.

The split (SCPS) and Mondrian (MCPS) conformal prediction sys-
ems approaches use the calibration set to generate prediction distribu-
ion from which quantile predictions can be deduced. For the MCPS, we
onsider two variants, one that considers the price region as a category
CPS-region and another where the binned categories of the deter-
inistic prediction are considered as category MCPS-bins. The SCPS

approach outperforms the MCPS approach across all tasks. The primary
reason for this is that SCPS predictions show better calibration; see
Table 3. We attribute this to a larger calibration set available for SCPS
due to the grouping in MCPS. Additionally, we see that by focusing on
just the price region with MCPS-region, we observe substantial coverage
errors in price region SE1, see Fig. 8, where the capacity doubles during
the testing period, indicating difficulties handling such distributional
shifts in the data.

Using the CQR with QXGB and QRF improved the performance
compared to the marginal coverage approaches, SCPS and MCSP. This
gain in performance can be entirely attributed to the adaptability
of uncertainty quantification since we observe an increase in sharp-
ness while the coverage error only slightly increases. The increase in
MQCE compared to SCPS-logit is only 0.6% and 1.8% for respectively
QR-logit-QRF and CQR-QXGB-logit-error.

The other quantile regression methods, LQR and DN-PB, under-
erformed compared to the SCPS approaches. For LQR, the primary
eason for this underperformance can be attributed to uncalibrated
redictions, even for the approaches that used CQR for calibration; see

able 3 and Fig. 7. For DenseNets optimized with a pinball loss function
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Fig. 7. Calibration plots, which plot the empirical coverage against the nominal/expected coverage of different quantile regression approaches.
hat outputs quantile predictions, this was not the case since CQR-DN-
BL and CQR-logit-DN-PBL output highly reliable predictions; however,
hey are not as efficient since they are too wide compared to the other
pproaches. The primary reason for this is that during training, the
odel overfits way faster when we optimize for nine quantile values

han if we optimize for the median value.
We also evaluated QRF and QXGB using different target values in

ombination with CQR for calibration. We observe that using the error
nd, more specifically, the logit error as the target was the performing
pproach for QXGB. However, for QRF, we found that targeting the
12

ctual power output was slightly better. A possible reason that QXGB
benefits from this approach is that because of distracting the most influ-
ential feature, the prediction of the deterministic model, the QXGB will
give more importance to other features, which helps generalizability.

Finally, we observe that our newly introduced CPS method SCDRF
shows promising results; only QRF with CQR as calibration performed
slightly better on the pinball loss. However, because the SCDRF method
can produce an entire prediction distribution, see Fig. 9, instead of just
quantile predictions, this approach is way more valuable as a tool in
a decision-making system/framework. Note that the coverage error of
the method is worse than the CQR or SCPS approaches; however, it is

not on a scale that they become unreliable.
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Fig. 8. Calibration plots for each price region, plots the empirical coverage in each price region against the nominal/expected coverage of different quantile regression approaches.
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5.3.3. Evaluation of probability density forecasts
The quality of the probability density forecasts of the different CPS

approaches is evaluated by the CRPSs shown in Table 4. Based on this
score and the pinball loss, we can conclude that SCDRF approaches
result in more efficient density forecasts while remaining reliable. This
better efficiency, i.e., sharpness, is also clearly illustrated in Figs. 10(a)
and 10(b), where the forecasted intervals of both approaches during
a specific period are depicted. The SCRPs intervals are visually wider
than the SCDRFs.

5.4. Comparison with state-of-the-art

Based on the results above, the best approaches for quantile and
distributional forecasting, respectively DenseNet100-k12-BC with CQR-
logit-QRF and SCDRF is trained six times with an iteration expanding
dataset to replicate the EEM20 Wind forecasting competition setting.
We compare both proposed models with the three top-performing
models in the competition [24,25,29]. We refer to Table 5 for all
results.

Our model, independent of the uncertainty quantification approach,
outperforms all three state-of-the-art models on the average pinball
score, with our proposed model, using CQR-logit-QRF, achieving an av-
erage pinball score of 44.10 MW. Expanding the training data reduced
the pinball loss function by 1.41%. The proposed model outperforms
13
the current state-of-the-art on the Swedish dataset, a QRF model with
physics-inspired features, proposed by Bellinguer et al. [25], by 6.86%.
Bellinguer et al. [25] achieved a pinball loss of 46.68 MW. Only on
tasks 3 and 4, which consist of power time series from May till August
2001, the model proposed by Bellinguer et al. outperforms the proposed
model. However, our proposed model performs better on all other tasks
and has less variance between tasks and, thus, between seasons, which
is a desirable property.

The DenseNet100-k12-BC with CQR-logit-QRF decreases the pinball
oss by 19.45% compared to the model by Basu et al. [24], which also
ses a CNN model. Besides a CNN, Basu et al. used physics-inspired
nput features and Monte Carlo simulations to get a probability forecast.

If we look at all the different approaches we evaluated in this work,
e observe that all calibrated methods, except DN-PBL, outperform the

state-of-the-art. This highlights the success of using deep and densely
connected neural networks with turbine maps, on the one hand, making
the networks context-aware and conformal prediction (systems), on the
other hand, which results in reliable uncertainty quantification.

6. Conclusion

In this work, a day-ahead regional wind power forecasting frame-
work is proposed, which provides a deterministic forecast and cali-
brated quantile and density forecasts that quantify the uncertainty of
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Table 3
Evaluation of different quantile forecast approaches, trained on the first year of the EEM20 dataset and evaluated on the following year. Each
category’s best evaluation scores and approaches are highlighted in bold, and the overall best are underlined.

Task 1
MQCE

Task 2
MQCE

Task 3
MQCE

Task 4
MQCE

Task 5
MQCE

Task 6
MQCE

Tasks 1–6
MQCE

SCPS 0.05481 0.03291 0.04159 0.01651 0.02055 0.04479 0.01745
SCPS-logit 0.05630 0.02130 0.03520 0.02229 0.02121 0.04935 0.01320
MCPS-region 0.06256 0.03907 0.04358 0.01928 0.01838 0.05224 0.02519
MCPS-region-logit 0.04156 0.02424 0.04349 0.02749 0.02286 0.04440 0.02106
MCPS-bins 0.06554 0.02731 0.05871 0.04214 0.02956 0.05631 0.02229
MCPS-bins-logit 0.07566 0.02322 0.03853 0.02223 0.01977 0.06525 0.02207

LQR 0.17908 0.18243 0.17834 0.16530 0.18607 0.18040 0.17808
CQR-LQR 0.05685 0.06638 0.06354 0.03011 0.06850 0.05208 0.04643
CQR-logit-LQR 0.04247 0.06425 0.07039 0.04190 0.07927 0.05794 0.05468

QXGB 0.16049 0.16540 0.15616 0.15173 0.15344 0.16526 0.15603
CQR-QXGB 0.04781 0.05064 0.02993 0.01787 0.02591 0.04891 0.03086
CQR-logit-QXGB 0.03294 0.04872 0.03555 0.03267 0.02846 0.04933 0.03215
QXGB-error 0.17308 0.17223 0.16748 0.15437 0.16130 0.17004 0.16371
CQR-QXGB-error 0.05102 0.04850 0.04742 0.01322 0.03121 0.04432 0.03215
QXGB-logit-error 0.17626 0.17712 0.17352 0.16063 0.16617 0.17509 0.16937
CQR-QXGB-logit-error 0.03777 0.04811 0.05197 0.02639 0.03745 0.04538 0.03115

QRF 0.15260 0.15025 0.14162 0.12561 0.13582 0.15124 0.13925
CQR-QRF 0.04763 0.03818 0.03575 0.01096 0.01929 0.04420 0.01999
CQR-logit-QRF 0.03610 0.03568 0.03525 0.01176 0.02032 0.04855 0.01908
QRF-error 0.17281 0.17230 0.16989 0.15321 0.16382 0.16397 0.16392
CQR-QRF-error 0.05116 0.05668 0.05436 0.02176 0.04038 0.04144 0.03214
QRF-logit-error 0.16981 0.17103 0.16456 0.15397 0.15691 0.16959 0.16175
CQR-QRF-logit-error 0.03555 0.04547 0.05076 0.02457 0.03367 0.04564 0.02701

SCDRF 0.04514 0.05431 0.06914 0.03983 0.04814 0.03910 0.03492
SCDRF-logit 0.04265 0.05691 0.06183 0.03376 0.04153 0.04865 0.03803

DN-PBL 0.07754 0.09018 0.07903 0.07153 0.07606 0.08405 0.02223
CQR-DN-PBL 0.03875 0.03906 0.03296 0.01315 0.02994 0.04995 0.02223
CQR-logit-DN-PBL 0.02857 0.03132 0.02985 0.01773 0.02505 0.05132 0.01783
Fig. 9. Prediction density forecast of SCDRF on the 5th of October 2001.

the prediction. The approach consists of a deep and dense convolutional
neural network that uses as input a grid of NWP variables that cover
the entire region together with a specially constructed feature map that
denotes the locations of all the turbines in a specific region. This feature
map enables a deep CNN model and allows the model to be trained on
multiple regions. In addition, the map allows the model to handle a
14
Table 4
Continuous Ranked Probability Score (CRPS) of different quantile forecast approaches,
trained on the first year of the EEM20 dataset and evaluated on the following year.
Each category’s best evaluation scores and approaches are highlighted in bold, and the
overall best are underlined.

CRPS

SCPS 0.04349
SCPS-logit 0.04384
MCPS-region 0.04409
MCPS-region-logit 0.04653
MCPS-bins 0.04426
MCPS-bins-logit 0.04511

SCDRF 0.04299
SCDRF-logit 0.04339

changing turbine mix due to capacity increases, maintenance outages,
or grid-balancing decisions. One could say that the turbine map makes
the network context-aware. To our knowledge, we are the first to use
and create these turbine maps combined with the NWP grid.

We also show the importance of model calibration and that quantile
conformal prediction and CPS can be valuable frameworks to achieve
this. We successfully introduced a new adaptive CPS, Split Conformal
Distribution Regression Forests (SCDRF), which allows for generating
calibrated prediction distributions by combining the CPS with the
philosophy behind QRF.

Our presented approach was evaluated on the EEM20 dataset, a
Swedish dataset for regional forecasting, and compared with the state-
of-the-art on that dataset. The proposed model decreases the pinball
loss function by 6.86% compared to the best-performing model in the
literature. This work shows that deep and dense CNN models with
context-aware features are better than tree-based ensemble methods
to cope with the large dimensionality of NWP and turbine data. To-
gether with Conformalized Quantile Regression (CQR) and QRF for
uncertainty quantification, it shows state-of-the-art performance for the

regional probability forecasting task while ensuring reliability.
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Fig. 10. Symmetric prediction intervals between 25/03/2001 and 28/03/2001. Symmetric prediction intervals mean that the same amount of probability mass lies above the
upper bound as below the lower bound of the interval.
7. Future work

Although the proposed approach in this paper surpasses the current
state-of-the-art, we believe there is still some untapped potential for this
15
problem. We hypothesize that the deterministic forecast capabilities
could be improved by using inputs (NWP grid, turbine map) of variable
size so that for price regions SE1 and SE4, which cover a smaller region,

the model can focus more on the grid points of the turbine locations
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Table 5
Comparison of proposed CPS-QRF and CQP-QRF-logit for quantile forecasts against state-of-the-art on the Swedish EEM20
dataset. The scale of the pinball loss function is in MW and the best results are highlighted in bold.

Task 1
PL

Task 2
PL

Task 3
PL

Task 4
PL

Task 5
PL

Task 6
PL

Average
PL

CNN + MC sim. [24] 57.17 58.32 48.38 41.96 51.77 66.28 53.98
Quantile GBM [29] 66.71 53.84 42.53 34.31 46.18 62.81 51.06
QRF [25] 58.36 52.11 37.56 33.07 43.03 55.97 46.68
CQR-logit-QRF (proposed) 47.38 47.02 38.78 33.84 41.63 52.22 43.48
SCDRF (proposed) 47.93 48.23 39.39 33.86 42.07 52.11 43.93
by downsizing the grids. Also, it would be interesting to add more
feature maps containing location-specific data like terrain information.
It would also be interesting to compare input features as grid-like NWPs
versus the NWPs per wind farm in future work. At the time of writing,
all works related to regional forecasting, to our knowledge, do one or
the other. A comparison of the same regional power times series of the
two types of features would be an interesting and valuable addition
to the literature. Finally, it would be interesting to research further
the characteristics and performance of the newly introduced SCDRF
approach and the use of the logit-nonconformity measure, for other
datasets and use cases.
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