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Abstract

Recently, some methods have focused on learning local

relation among parts of pedestrian images for person re-

identification (Re-ID), as it offers powerful representation

capabilities. However, they only provide the intra-local re-

lation among parts within single pedestrian image and ig-

nore the inter-local relation among parts from different im-

ages, which results in incomplete local relation information.

In this paper, we propose a novel deep graph model named

Heterogeneous Local Graph Attention Networks (HLGAT)

to model the inter-local relation and the intra-local rela-

tion in the completed local graph, simultaneously. Specif-

ically, we first construct the completed local graph using

local features, and we resort to the attention mechanism

to aggregate the local features in the learning process of

inter-local relation and intra-local relation so as to empha-

size the importance of different local features. As for the

inter-local relation, we propose the attention regularization

loss to constrain the attention weights based on the iden-

tities of local features in order to describe the inter-local

relation accurately. As for the intra-local relation, we pro-

pose to inject the contextual information into the attention

weights to consider structure information. Extensive exper-

iments on Market-1501, CUHK03, DukeMTMC-reID and

MSMT17 demonstrate that the proposed HLGAT outper-

forms the state-of-the-art methods.

1. Introduction

Person re-identification (Re-ID) [5, 22, 43, 51] aims to

match the given person of interest in different scenarios. It

is a challenging task due to various complex factors, such

as illumination, body poses and viewpoints.

Learning discriminative and robust features is the main

issue for person Re-ID. With the prosperity of Convolu-

tional Neural Network (CNN), researchers learn deep fea-

tures to improve the performance of person Re-ID. Some
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Figure 1. (a) The existing methods focus on learning the intra-

local relation among parts within single pedestrian image. (b) The

proposed HLGAT constructs the completed local graph to model

the inter-local relation and the intra-local relation, simultaneously.

The solid line indicates the inter-local edge, and the dotted line

denotes the intra-local edge.

methods [2, 4, 7, 53] design various deep models to ex-

tract global features from entire pedestrian images. In or-

der to mine local information from different body parts,

some part-based methods [13, 27, 34, 42] are proposed to

extract local features. Among them, direct partition strat-

egy [1, 6, 21, 36, 44] is usually adopted to split feature

maps or pedestrian images into several horizontal grids.

To locate accurate and meaningful body parts, some re-

searchers [10,16,29,31,48] resort to human pose estimation

or human paring techniques to process pedestrian images.

Recently, local relation information is exploited in sev-

eral studies [12, 14, 26], where they compute relation maps

based on the local similarity among feature maps, or aggre-

gate local features to learn relation information from dif-

ferent body parts. However, they only focus on the intra-

local relation among parts within single pedestrian image as

shown in Fig. 1(a), and ignore the inter-local relation among

parts from different pedestrian images. This results in a lack

of local relation information from these parts and weakens

the representation capabilities of local features. Hence, it

is important to take the inter-local relation into considera-

tion, and properly integrate with the intra-local relation for

person Re-ID.

In this paper, we propose a novel deep graph model
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named Heterogeneous Local Graph Attention Networks

(HLGAT) for person Re-ID, where we construct a com-

pleted local graph to model the inter-local relation and the

intra-local relation, simultaneously. To this end, we re-

gard the local features extracted from pedestrian images as

the nodes of completed local graph, and design two types

of edges to link the nodes, i.e., inter-local edge and intra-

local edge as shown in Fig. 1(b). Concretely, we link the

nodes belonging to different pedestrian images using the

inter-local edges, and link the nodes belonging to the same

pedestrian image using the intra-local edges. In order to

jointly learn the inter-local relation and the intra-local re-

lation, we utilize the attention mechanism to aggregate the

local features linked by the inter-local edges and the intra-

local edges in the completed local graph simultaneously so

as to enhance the representation capabilities of local fea-

tures.

As for the inter-local relation, if the local features belong

to the same identity, they possess high correlation and there-

fore the attention weights should be large, otherwise small.

Correspondingly, we propose the attention regularization

loss to constrain the attention weights in order to describe

the inter-local relation accurately. Furthermore, we link the

local features from the corresponding and adjacent parts of

different pedestrian images using the inter-local edges, and

differentiate them via the attention weights in the aggrega-

tion process. As for the intra-local relation, we observe that

the relation strength between two local features from the

same pedestrian image enhances with the decrease of their

spatial distance. Hence, we propose to inject the contextual

information into the attention weights to consider structure

information. Finally, we extract the aggregated local fea-

tures from the completed local graph. In the test stage, we

concatenate the aggregated local features to obtain discrim-

inative features for person Re-ID.

Our contributions are summarized as follows: (1) We

propose HLGAT to model the inter-local relation and the

intra-local relation by constructing the completed local

graph. (2) We propose the attention regularization loss to

constrain the attention weights of inter-local edges to de-

scribe the inter-local relation accurately, and meanwhile we

inject the contextual information into the attention weights

of intra-local edges to provide structure information of

pedestrian. (3) Experimental results on four large-scale

person Re-ID datasets including Market-1501, CUHK03,

DukeMTMC-reID and MSMT17 prove that the proposed

HLGAT exceeds state-of-the-art methods.

2. Related Work

2.1. Part­based methods for person Re­ID

In order to mine local knowledge from different body

parts, some researchers [10, 13, 34, 36, 39] design various

part-based models. Direct partition is adopted in [24,34,44],

where images or feature maps are divided into horizontal

stripes. Yi et al. [44] propose Deep Metric Learning (DML)

to partition pedestrian images into three parts, and then feed

them into siamese convolutional neural network (SCNN) to

learn local features. Sun et al. [34] utilize CNNs to extract

feature maps, and then divide them into several fixed size

grids so as to obtain local features from each grid indepen-

dently. Fu et al. [9] design Horizontal Pyramid Matching

(HPM) to partition feature maps into multi-scale horizontal

regions, and then pool them with global average pooling and

global max pooling to extract local features from multiple

scales.

Different from direct partition strategy, some researchers

resort to human parsing techniques or human pose estima-

tion to locate accurate and meaningful body parts so as to

alleviate parts misalignment. In EANet [13], pedestrian im-

ages are firstly processed by human pose detector so as to

obtain body keypoints, and then divided into several parts

with these keypoints. Dual Part-Aligned Block (DPB) [10]

is composed by the human part branch which generates the

human part masks to obtain the human part-aligned repre-

sentation, and the latent part branch where the self-attention

scheme is utilized to compute the latent part-aligned repre-

sentation.

2.2. Relation learning for person Re­ID

It is important to exploit relation information among

different body parts for the enhancement of representa-

tion ability, and therefore some studies [12, 26, 30, 47] are

proposed to inject relation information into deep features.

These methods mainly focus on learning pairwise rela-

tion [30], local relation [12, 26] and global relation [47].

Among them, Shen et al. propose Similarity-Guided Graph

Neural Network (SGGNN) [30] to model the pairwise rela-

tion among different probe-gallery pairs so as to learn the

probe-gallery relation features. Hou et al. [12] design the

Spatial Interaction-and-Aggregation (SIA) module for per-

son Re-ID, which aggregates the correlated spatial features

to consider the local relation and the multi-scale appearance

relations. In addition, Park and Ham [26] build the one-vs.-

rest relation module in Relation-Net to exploit the relation

between each part and the rest parts, and they incorporate

the local information from other body parts to obtain the lo-

cal relational features. To learn the global relation, Zhang

et al. [47] propose Relation-Aware Global Attention (RGA)

module to obtain the relation among feature vectors of dif-

ferent spatial positions in a feature map.

Different from the aforementioned methods, the pro-

posed HLGAT simultaneously considers the inter-local re-

lation and the intra-local relation in the completed local

graph to learn discriminative features for person Re-ID.
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Figure 2. The pipeline of the proposed HLGAT. As for the completed local graph, the solid lines indicate the inter-local edges, and the

dotted lines represent the intra-local edges.

2.3. Graph Attention Networks

Recently, Graph Convolutional Network (GCN) [17, 40]

receives wide focus from both academia and industry due to

its powerful capacity of reasoning and aggregating in cop-

ing with graph data. In order to focus on the important parts

of data, Graph Attention Network (GAT) [18, 35] is pro-

posed to improve GCN with attention mechanism. Some

researchers [19,25,33,37,45] resort to GAT to address their

tasks. Li et al. [19] propose Relation Aware Graph Atten-

tion Network (ReGAT) to model multi-type inter-object re-

lations in order to represent geometric positions and seman-

tic interactions between objects for visual question answer-

ing. Mi and Chen [25] design Hierarchical Graph Atten-

tion Network (HGAT) which constructs object-level graph

and triplet-level graph to model interactions between ob-

jects and dependencies among relation triplets for visual re-

lationship detection. However, these methods neglect the

constraint on the attention mechanism of GAT in the opti-

mization process. The proposed HLGAT injects the atten-

tion regularization loss and the contextual information into

attention mechanism to accurately describe the inter-local

relation and the intra-local relation for person Re-ID.

3. Approach

3.1. Overview

The framework of HLGAT is shown in Fig. 2 where it

contains three key components including Feature Extractor,

Graph Attention Subnet and Embedding Subnet.

• Feature Extractor. We feed pedestrian images into

CNN to obtain feature maps, and then we adopt uni-

form partition strategy [34] to split these feature maps

into several horizontal grids. Finally, we extract lo-

cal features using the global max pooling operation on

these grids.

• Graph Attention Subnet. We regard the local features

as the nodes to construct the completed local graph to

learn the inter-local relation and the intra-local rela-

tion, simultaneously. These nodes are linked by the

inter-local edges and the intra-local edges. For each

node in the graph, we weight its all neighbor nodes us-

ing the attention weights, and then aggregate them to

obtain the two kinds of relations. Meanwhile, we con-

strain the attention weights of inter-local edges using

the attention regularization loss to describe the inter-

local relation accurately, and we inject the contextual

information into the attention weights of intra-local

edges to consider structure information.

• Embedding Subnet. In this subnet, we apply indepen-

dent fully connected (FC) layers to reduce the dimen-

sion of the features extracted from Graph Attention

Subnet. We utilize these dimension-reduced features

as the final features, and make identity prediction on

them.

3.2. Feature Extractor

In order to obtain local features from different body

parts, we utilize the modified ResNet-50 [11] as the back-

bone of Feature Extractor due to its powerful capacity of

feature representation. Specifically, we retain the architec-

ture of ResNet-50 before the global average pooling layer

to obtain high-level feature maps. Additionally, in order to

extract the feature maps with larger spatial size, we modify

the stride of Conv5 1 from 2 to 1.

Given a set of pedestrian images X = {xi}, where

i = 1, · · · , N and N is the number of pedestrian images,

we firstly resize each pedestrian image xi into the fixed

size of 384 × 128, and then feed them into the backbone.

Afterwards, we obtain the feature maps with the size of

2048 × 24 × 8, where 2048 denotes the channel number,

and 24 and 8 are the height and the width of feature map, re-

spectively. Finally, we split the feature maps into P uniform
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Figure 3. The neighbor nodes are divided into three types includ-

ing NSP , NAP and NSI . Concretely, the nodes from the cor-

responding parts of different pedestrian images are grouped into

NSP , the nodes from the adjacent parts of different pedestrian im-

ages are classified into NAP , and the nodes from different parts of

the same pedestrian image are grouped into NSI .

horizontal grids and perform the global max pooling oper-

ation to obtain local features F = {f i
p ∈ R2048}, where

p = 1, · · · , P and f i
p denotes the local feature extracted

from the p-th part of pedestrian image xi.

3.3. Graph Attention Subnet

We treat the local features F as the nodes and construct

the completed local graph G = (F,E) where E denotes the

edge set including the inter-local edges to link the nodes

from corresponding parts and adjacent parts of different

pedestrian images (see the solid lines in the completed local

graph of Fig. 2), and the intra-local edges to link the nodes

from the same pedestrian image (see the dotted lines in the

completed local graph of Fig. 2). Hence, there are N × P

nodes in the completed local graph which is not fully con-

nected, and each node has several neighbor nodes with the

linkage of the two types of edges. We divide these neighbor

nodes into three types as shown in Fig. 3, i.e., NSP , NAP

and NSI . Specifically, NSP consists of the neighbor nodes

from the corresponding parts of different pedestrian images,

NAP is composed of the neighbor nodes from the adjacent

parts of different pedestrian images, and NSI includes the

neighbor nodes from different parts of the same pedestrian

image. It should be noticed that the adjacent parts of dif-

ferent pedestrian images possess higher correlation than the

non-adjacent parts, and therefore we utilize the inter-local

edges to link the adjacent parts.

In order to learn the inter-local relation and the intra-

local relation in the completed local graph, we resort to

the traditional GAT [35] to differentiate the importance of

neighbor nodes and aggregate the information from them.

The core equation of GAT is formulated as:

h
′

j = σ(
∑

k∈Nj

αjkMhk), (1)

where hk is the feature vector of node k, M is the transfor-

mation matrix, αjk is the attention weight for node k ∈ Nj ,

and Nj is the neighbor node set of node j. σ denotes the

non-linear activation function. However, it is impractical

to directly utilize GAT to learn the inter-local relation and

the intra-local relation in the completed local graph simul-

taneously. It is because for each node in the completed lo-

cal graph, there are two types of edges and three types of

neighbor nodes, but the traditional GAT equally treats all

the nodes when computing the attention weights without

discriminating them. Specifically, there are two limitations.

(1) As for the intra-local relation, the difference between

different relative parts of pedestrian images is neglected in

the learning of weight attentions, which results in losing the

structure information of pedestrian images; (2) as for the

inter-local relation, the traditional GAT ignores the differ-

ence of attention weights from the same identity and differ-

ent identities, which results in inaccurate attention weights

learning.

In order to address the aforementioned limitations, we

differentiate the attention weights in the learning process

of the inter-local relation and the intra-local relation. In

the completed local graph, we compute the attention weight

α(f i
p, f

j
q ) between node f i

p and its neighbor node f j
q accord-

ing to the cosine similarity. Specifically, we firstly utilize

the transformation matrix W ∈ R32×2048 to transform f i
p

and f j
q , and then we compute cosine similarity to measure

the correlation between them. Finally, we apply the softmax

function to obtain the attention weight α(f i
p, f

j
q )

α(f i
p, f

j
q ) =

exp(φ(Wf i
p,Wf j

q ))∑
fk
q ∈N(fi

p)
exp(φ(Wf i

p,Wfk
q ))

×K, (2)

where φ(·, ·) denotes the cosine similarity function, N(f i
p)

is the neighbor node set of node f i
p, and K is a regulation

coefficient to consider different types of neighbor nodes.

There are three types of neighbor nodes, and we define dif-

ferent K when node f j
q belongs to different neighbor node

sets.

• When i 6= j and p = q, f i
p and f j

q are both from the

corresponding parts of different images and f j
q belongs

to the neighbor node set NSP , i.e., N(f i
p) = NSP . We

experimentally set K to 1.

• When i 6= j and p = q + 1 or p = q − 1, f i
p

and f j
q are from the adjacent parts of different images

and f j
q belongs to the neighbor node set NAP , i.e.,

N(f i
p) = NAP . We set K to a constant value which

is smaller than that of NSP , because the correlation

decreases with the increase of the spatial distance.

• When i = j and p 6= q, f i
p and f j

q are from different

parts of the same image and f j
q belongs to the neigh-

bor node set NSI , i.e., N(f i
p) = NSI . We observe

that the correlation between two parts increases with

the decrease of their spatial distance. Hence, we inject
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the contextual information into the attention weights to

consider structure information and K is formulated as

K =
1

|p− q| × s
, (3)

where s is the adjustment coefficient and |p− q| is the

relative spatial distance between the p-th part and the

q-th part. For example, the relative spatial distance be-

tween the 3-th part and the 5-th part is |3 − 5| = 2.

It should be noticed that we learn three independent

transformation matrices W for three kinds of neighbor

nodes in Eq. 2. Eq. 3 can distinguish the different rela-

tive parts of pedestrian images in the learning process

of intra-local relation, which explicitly overcomes the

first limitation.

In a word, we compute the attention weights according

to different neighbor node sets. We learn the inter-local re-

lation from the neighbor node sets NSP and NAP , and the

intra-local relation from the neighbor node set NSI . In or-

der to integrate the inter-local relation and the intra-local re-

lation, we aggregate these local features with the attention

weights to obtain features zip

zip = σ(f i
p +

∑

f
j
q∈N(fi

p)

α(f i
p, f

j
q )V f j

q ), (4)

where σ denotes the non-linear activation function and V ∈
R2048×2048 is the transformation matrix. Like W , we learn

different V for different neighbor nodes.

As for the inter-local relation, if the nodes belong to the

same identity, then they possess high correlation and the

attention weights should be large. In order to accurately

describe the inter-local relation, we propose the attention

regularization loss to constrain the attention weights

Lar =

N∑

i=1

P∑

p=1

∑

f
j
q∈(NSP∪NAP )

Lbce(α(f
i
p, f

j
q ), τ), (5)

where Lbce(·, ·) denotes the binary cross-entropy loss, and

τ denotes the ground truth value. If node f i
p and node f j

q

belong to the same identity, then τ = 1, otherwise τ = 0.

After adding the attention regularization loss, the attention

weights between the nodes from the same identity are en-

larged, and meanwhile the attention weights between the

nodes from different identities are reduced. As a result, the

inter-local relation is accurately learned, which could over-

come the second limitation.

3.4. Embedding Subnet

In this subnet, we utilize P independent FC layers to re-

duce the dimension of zip from 2048 to 256 so as to obtain

the final feature eip ∈ R256 for the p-th part of pedestrian

image xi, and we make identity prediction on them.

To optimize the proposed HLGAT, we combine the

cross-entropy loss with the proposed attention regulariza-

tion loss

Loss = Lce + λLar, (6)

where λ is the balance coefficient and Lce denotes the cross-

entropy loss. Lce is defined as

Lce = −

N∑

i=1

P∑

p=1

yilogQ(eip), (7)

where yi is the ground truth label of eip, and Q(eip) ∈ [0, 1]
denotes the prediction probability.

In the test stage, we compute the distance between query

image xq and gallery image xg to measure their similarity,

which is formulated as

d(xq, xg) =

P∑

p=1

φ(eqp, e
g
p), (8)

where eqp and egp denote the final features extracted from the

p-th parts of xq and xg , respectively.

4. Experiments

In order to validate the performance of the proposed

HLGAT, we conduct amounts of experiments on four pub-

licly available large-scale person Re-ID datasets including

Market-1501 [50], CUHK03 [20], DukeMTMC-reID [28]

and MSMT17 [38]. In this section, we firstly introduce

these datasets, and then we present the implementation de-

tails. We conduct ablation experiments to analyze the effec-

tiveness of different components of HLGAT. We compare

the proposed HLGAT with the relation-based methods and

the state-of-the-arts. Finally, we evaluate the effect of sev-

eral important hyper-parameters.

4.1. Datasets and Evaluation Protocol

Market-1501 is composed of 32,668 pedestrian images

(1,501 identities). These images are split into two sub-

sets including training set (12,936 images, 751 identities)

and test set (19,732 images, 750 identities). The test set

contains 3,368 query images and 15,913 gallery images.

CUHK03 contains 14,097 pedestrian images of 1,467 iden-

tities. There are 7,365 training images of 767 identities,

1,400 query images and 5,332 gallery images of 700 iden-

tities. DukeMTMC-reID includes 16,522 training images

of 702 identities, 2,228 query images of 702 identities and

17,661 gallery images of 1,100 identities (408 distractor

identities). MSMT17 contains more pedestrian images and

identities than other three datasets. There are 32,621 train-

ing images of 1,041 identities, 11,659 query images and

82,161 gallery images of 3,060 identities.
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Method
Market-1501 CUHK03 DukeMTMC-reID MSMT17

mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1

Ours (N∗

SI ) 92.3 96.4 79.8 81.4 85.3 91.7 72.6 86.0

Ours 93.4 97.5 80.6 83.5 87.3 92.7 73.2 87.2

Ours without NSI 91.3 96.5 78.6 80.9 84.5 90.9 71.3 84.9

Ours without Lar 91.4 96.7 78.3 81.9 85.3 91.1 71.0 84.7

Ours without NAP 92.7 96.5 79.5 82.1 86.5 91.4 71.2 85.0

Ours without NSP 84.0 95.5 59.6 63.7 75.6 88.5 54.6 82.8

Table 1. Ablation studies on four datasets.

We adopt the mean Average Precision (mAP) accuracy

and the Cumulative Matching Characteristic (CMC) curve

at Rank-1 accuracy and Rank-5 accuracy as the evaluation

protocols to assess the performance of the proposed HL-

GAT.

4.2. Implementation Details

We take the pre-trained ResNet-50 as the backbone to

extract local features. Before fed into the backbone, each

pedestrian image is resized into the fixed size of 384× 128,

and is normalized on the RGB channels. We apply random

horizontal flip operation for each image to perform data

augmentation in the training phase. In order to optimize

HLGAT, we utilize the stochastic gradient descent (SGD)

algorithm as the optimizer. The learning rate is initialized

to 0.001 for the backbone and multiplied by 0.1 after 30

epochs. In the training stage, we set the epoch number to

50 and the batch size to 16. As for the hyper-parameters,

P = 8, and s and λ are set to 10 and 0.01, respectively.

4.3. Ablation Experiments

We conduct ablation experiments to analyze the effec-

tiveness of different components of HLGAT. We remove

each component from HLGAT respectively including the

inter-local relation (denoted as NSP and NAP ), the atten-

tion regularization loss (denoted as Lar) and the intra-local

relation (denoted as NSI ). Table 1 shows the experimental

results where we can draw the following conclusions.

Firstly, we consider the inter-local relation in NSP by

aggregating local features from corresponding parts of dif-

ferent pedestrian images. From the last row of Table 1 we

can see that there is a prominent decline on four datasets.

Specifically, the performance of HLGAT is reduced from

93.4% to 84.0% in mAP accuracy and from 97.5% to 95.5%
in Rank-1 accuracy on Market-1501. It demonstrates that

the inter-local relation among corresponding parts of differ-

ent pedestrian images is important to improve the perfor-

mance of the proposed HLGAT.

Secondly, we further consider the inter-local relation in

NAP by integrating local information from adjacent parts

of different pedestrian images. As shown in fifth row of Ta-
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Figure 4. The influence of non-corresponding part number.

ble 1, there is 1.1% in mAP accuracy and 1.4% in Rank-1

accuracy decline on CUHK03. Hence, the inter-local rela-

tion in NAP where there is high relation between adjacent

parts is beneficial to the performance.

We conduct extra experiments on Market-1501 to ex-

ploit the effect when considering more non-corresponding

parts from different pedestrian images for inter-local rela-

tion learning. As shown in Fig. 4, we can see that the

performance drops when more non-corresponding parts are

considered. It is because with the increase of the spatial dis-

tance between parts, the correlation between them decreases

and distant parts are not similar in appearance, which may

bring in some interference information. Hence, we only uti-

lize the corresponding and adjacent parts to learn inter-local

relation.

Thirdly, from the fourth row of the Table 1, we can see

that after removing the attention regularization loss Lar,

there is 2.0% decline in mAP accuracy, and 1.6% decline

in Rank-1 accuracy on DukeMTMC-reID. It proves the at-

tention regularization loss could force the deep network to

focus on the important parts of different pedestrian images

so as to describe the inter-local relation accurately.

Finally, removing the intra-local relation in NSI de-

creases mAP accuracy and Rank-1 accuracy from 73.2%
to 71.3% and 87.2% to 84.9% on MSMT17, respectively. It

is because we not only lose the intra-local relation but also

ignore the structure information, which weakens represen-

tation capacities of local features. Moreover, in order to ver-

ify the effectiveness of the contextual information, we set K

to the constant value in Eq. 3 (denoted as N∗

SI ). From the
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Method
Market-1501 CUHK03 DukeMTMC-reID MSMT17

mAP Rank-1 Rank-5 mAP Rank-1 Rank-5 mAP Rank-1 Rank-5 mAP Rank-1 Rank-5

PCB [34] 77.4 92.3 97.2 54.2 61.3 77.7 66.1 81.8 89.7 - - -

PABR [32] 79.6 91.7 96.9 - - - 69.3 84.4 92.2 - - -

PABR + reranking [32] 89.9 93.4 96.4 - - - 83.9 88.3 93.1 - - -

CAMA [41] 84.5 94.7 98.1 64.2 66.6 82.7 72.9 85.8 93.1 - - -

OSNet [54] 84.9 94.8 - 67.8 72.3 - 73.5 88.6 - 52.9 78.7 -

Auto-ReID [27] 85.1 94.5 - 69.3 73.3 - - - - 52.5 78.2 88.2

DG-Net [52] 86.0 94.8 - - - - 74.8 86.6 - 52.3 77.2 87.4

BAT-net [8] 87.4 95.1 98.2 73.2 76.2 - 77.3 87.7 94.7 56.8 79.5 89.1

SFT [23] 87.5 94.1 97.5 71.7 74.3 85.6 79.6 90.0 94.0 58.3 79.0 85.8

DSA-reID [46] 87.6 95.7 98.4 73.1 78.2 - 74.3 86.2 - - - -

SAN [15] 88.0 96.1 - 74.6 78.4 - 75.5 87.9 - 55.7 79.2 -

Pyramid [49] 88.2 95.7 98.4 74.8 78.9 - 79.0 89.0 - - - -

ABD-Net [3] 88.3 95.6 - - - - 78.6 89.0 - 60.8 82.3 90.6

VA-reID [55] 91.7 96.2 98.7 - - - 84.5 91.6 96.2 - - -

VA-reID + reranking [55] 95.4 96.8 98.3 - - - 91.8 93.9 96.5 - - -

HLGAT 93.4 97.5 98.9 80.6 83.5 92.6 87.3 92.7 96.5 73.2 87.2 93.0

HLGAT + reranking 97.5 98.0 99.0 89.9 90.6 94.4 94.4 94.7 96.7 87.1 91.9 94.6

Table 2. Comparison with state-of-the-art methods on four datasets.

Method
Market-1501 DukeMTMC-reID

mAP Rank-1 mAP Rank-1

SGGNN [30] 82.8 92.3 68.2 81.1

IANet [12] 83.1 94.4 73.4 87.1

RGA-SC [47] 88.4 96.1 - -

Relation-Net [26] 88.9 95.2 78.6 89.7

HLGAT 93.4 97.5 87.3 92.7

Table 3. Comparison with relation-based methods on Market-1501

and DukeMTMC-reID.

first row of Table 1, we can see that the performance drops,

which proves the importance of the contextual information

when learning the intra-local relation.

4.4. Comparison with the State­of­the­Art

Table 2 shows the comparison of the proposed HLGAT

with the state-of-the-art methods on four datasets. We com-

pare the proposed HLGAT with the second best methods in

mAP accuracy on four datasets. Specifically, the proposed

HLGAT surpasses VA-reID [55] with +1.7% and +2.8%
in mAP accuracy on Market-1501 and DukeMTMC-reID,

respectively. Meanwhile, the proposed HLGAT exceeds

Pyramid [49] and ABD-Net [3] with +5.8% and +12.4%
in mAP accuracy on CUHK03 and MSMT17, respectively.

The comparative results validate the superiority of the pro-

posed HLGAT.

4.5. Comparison with the Relation­based Methods

We conduct several experiments on Market-1501 and

DukeMTMC-reID so as to compare the performance of the

proposed HLGAT with other relation-based methods. The

experimental results are shown in Table 3 where we can see

that the proposed HLGAT exceeds Relation-Net [26] with

+4.5% and +8.7% in mAP accuracy on Market-1501 and

DukeMTMC-reID, respectively. Similar to the proposed
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Figure 5. The influence of the number of uniform horizontal grids
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Figure 6. The influence of regulation coefficient K in the inter-

local relation learning.

HLGAT, Relation-Net learns local features and the intra-

local relation among different parts within single pedestrian

image. The proposed HLGAT also take the inter-local rela-

tion into consideration with attention regularization loss to

constrain attention weights. In a word, the proposed HL-

GAT learns two types of local relation in the completed lo-

cal graph so as to obtain discriminative features for person

Re-ID. It should be noticed that these compared methods

do not conduct experiments on CUHK03 and MSMT17, but

the proposed HLGAT obtain excellent performance on these

two datasets.

4.6. Parameter Analysis

There are some key hyper-parameters in the proposed

HLGAT including the number of uniform horizontal grids
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Figure 7. The influence of adjustment coefficient s.
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Figure 8. The influence of balance coefficient λ.

P , the regulation coefficient K and the balance coefficient

λ. In order to comprehensively analyze the effect of these

hyper-parameters, we conduct a series of experiments on

four datasets.

The number of uniform horizontal grids P . We test

different number of uniform horizontal grids P on four

datasets, which is one issue to determine the size of the

completed local graph. The experimental results are shown

in Fig. 5 where we can see that when P is larger than 8,

the performance drops. We argue that when P increases

too large, the parts are more similar to each other and some

parts may be partitioned into empty parts (e.g. background)

where the proposed HLGAT can not learn useful local rela-

tion information from them. The proposed HLGAT obtains

highest results when P = 8.

The influence of regulation coefficient K. In Eq. 2,

we define different K for different neighbor node sets. As

for the inter-local relation learning, we denote KSP when

nodes belong to the neighbor node set NSP , and KAP when

nodes belong to the neighbor node set NAP . As shown in

Fig. 6, we can see that the proposed HLGAT achieves the

best results when KSP = 1 and KAP = 0.1. It should be

noticed that we conduct experiments on Market-1501, and

the results can be generalized to other datasets.

In Eq. 3, the adjustment coefficient s could control the

regulation coefficient K in the intra-local relation learning.

Hence, we test different s in Fig. 7 where we we can see

that HLGAT obtains the best results when s = 10.

The influence of balance coefficient λ. The balance

coefficient λ in Eq. 6 controls the importance of the cross-

entropy loss and the attention regularization loss. As shown

in Fig. 8, we set different values for λ to evaluate the per-

formance of the proposed HLGAT, and we find λ = 0.01 is

the optimal value.

5. Conclusion

In this paper, we have proposed HLGAT to model the

inter-local relation and the intra-local relation in a unified

framework for person Re-ID. Specifically, we regard the lo-

cal features as the nodes to construct the completed local

graph where we simultaneously learn the inter-local rela-

tion among corresponding and adjacent parts from different

pedestrian images, and the intra-local relation among dif-

ferent parts from the same pedestrian image. In order to

model the local relation accurately, we propose the atten-

tion regularization loss to constrain the attention weights

for the inter-local relation, and propose to inject the contex-

tual information into the attention weights for the intra-local

relation. The experimental results on four publicly avail-

able person Re-ID datasets have proved that the proposed

HLGAT surpasses the state-of-the-art methods by an over-

whelming margin.
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