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Abstract

Policies often fail due to distribution shift—
changes in the state and reward that occur when
a policy is deployed in new environments. Data
augmentation can increase robustness by mak-
ing the model invariant to task-irrelevant changes
in the agent’s observation. However, designers
don’t know which concepts are irrelevant a priori,
especially when different end users have differ-
ent preferences about how the task is performed.
We propose an interactive framework to leverage
feedback directly from the user to identify person-
alized task-irrelevant concepts. Our key idea is to
generate counterfactual demonstrations that allow
users to quickly identify possible task-relevant
and irrelevant concepts. The knowledge of task-
irrelevant concepts is then used to perform data
augmentation and thus obtain a policy adapted to
personalized user objectives. We present experi-
ments validating our framework on discrete and
continuous control tasks with real human users.
Our method (1) enables users to better understand
agent failure, (2) reduces the number of demon-
strations required for fine-tuning, and (3) aligns
the agent to individual user task preferences.

1. Introduction

Consider a user who purchases a factory-trained robot for
use in their home (Figure 1). They task the robot: “get

my mug” and are confused when it unexpectedly crashes.

Despite the factory’s best attempts at teaching the robot
common visual concepts like mug shape and material, the
robot may face a distribution shift from the observations it
saw during training, e.g. the robot only saw ceramic and
metal mugs in the factory but not the user’s glass mug.
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Figure 1. lustrative distribution shifts for task: “Get my mug.”

Shifted concepts can be state-based (a changed object) and also
reward-based (dependent on user preference). We can deploy data
augmentation for rask-irrelevant shifts (green checks), a subset
where the modified state does not impact desired policy behaviour.

What can we, as designers, do to fix the robot? We could re-
train the robot via reinforcement learning, but such training
is expensive and requires the user to be an expert at reward
design (Amodei et al., 2016). Alternatively, we could ask
the user for diverse demonstrations of them picking up the
mug for finetuning the robot via imitation learning (Schaal,
1999), but doing so would be time-consuming (and unscal-
able) for the user. Fortunately, we can teach the robot more
efficiently via data augmentation (Baran et al., 2019; Tobin
et al., 2017), a technique that varies, or augments, concepts
in the state that we know to not impact the task. For exam-
ple, if the user intends for all mugs to be similarly handled
(and the glass mug has a similar size and shape to already
seen ceramic mugs), we could “recycle” actions the robot
knows for picking up ceramic mugs to also teach it to pick
up the glass mug. But what if the user actually considers
the glass object to be a cup (instead of a mug), i.e. their
reward implicitly includes the material of the object being
important to the task? Unfortunately, we don’t know this
ahead of time, i.e. knowing whether the shifted concept
is task-irrelevant (TI) or task-relevant (TR) for the desired
task expressed by a user is impossible a priori.

Our insight is that the end users are uniquely positioned to
recognize which concepts are relevant or irrelevant for their
desired task. If we had a way to reliably and quickly query
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Figure 2. Overview of our framework. At test time, we perform a three-phrase procedure to (1) generate counterfactual demonstrations to
help the user diagnose shifted state concepts, (2) collect user feedback on which visual concepts are task-irrelevant (TI) vs. task-relevant
(TR), and then (3) augment the collected demonstration based on invariant visual concepts identified by the user to finetune the policy.

the human for irrelevant concepts adversely impacting the
robot’s behaviour, then we could leverage data augmentation
for those concepts and significantly reduce the number of
additional demonstrations required for finetuning the robot.

How do we elicit this feedback? Problematically, humans
are not adept at identifying feature-specific causes of black
box model failures (Doshi-Velez & Kim, 2017; Goyal et al.,
2019). For example, if the robot from above crashed into the
coffee table, it would be difficult for the user to identify that
the mug’s material being glass was the true source of failure
vs. other visual concepts such as the coffee table or location
of the mug. Ergo, inspired by the interpretability literature,
we propose a counterfactual approach to identify failure
(Olson et al., 2019). Consider that the human also observes
a trajectory of the robot successfully retrieving the mug in
the same scenario but with a single change — the mug being
ceramic instead of glass. Being able to contrast the two
trajectories of successful and unsuccessful behaviour can
better position the user to identify visual concepts impacting
failure. Here, the user may identify mug material to be a
task-irrelevant concept, which can then be used to make the
policy invariant to mug-material via data augmentation.

The main challenge in implementing this idea is that the
robot cannot provide a successful demonstration in the new
scenario where it has failed. Thus, we ask the user for a
single demonstration. To generate a counterfactual demon-
stration, we ask which visual concept, if changed, would
cause the policy to output actions that match those of the
user’s. For this, we search through the space of known
visual concepts to create visual observations using a gen-
erative model for which the policy’s actions matches the
demonstration. In some cases, there may not be a unique
visual concept that can be adjusted to obtain the desired

behaviour. Thus, we provide the user with the unsuccessful
and successful trajectories along with the identified visual
concepts for the user to verify if the inference was correct.

We call our full framework DFA (Diagnosis, Feedback,
Adaptation) (Figure 2). In the diagnosis phase, we show
a failed trajectory to the user, e.g. the robot crashing into
the coffee table, and collect a demonstration of the user’s
desired behaviour, e.g. successful retrieval of the glass mug.
We then use this demonstration to generate counterfactual
trajectories by modifying visual concepts (i.e., what actions
would the policy output if mug material was changed) until
we find a trajectory that matches the demonstration. Our
main hypothesis is that not only can counterfactual trajecto-
ries aid the identification of concepts leading to robot failure,
e.g. the mug being glass, but they can also be leveraged
to query for human feedback regarding whether or not the
robot should be invariant to these concepts for the user’s de-
sired task. We do this in the feedback phase, where the user
verifies the counterfactuals to confirm whether the identified
concept is task-irrelevant to the user’s reward, e.g. should
the mug being made of glass impact the task? To close
the loop, we leverage these identified irrelevant concepts
in the adaptation phase to perform efficient finetuning via
augmentation of the user-identified task-irrelevant concepts.

We test our framework in three domains consisting of both
discrete and continuous control tasks with real human users.
Through human experiments, we verify our main hypothesis
that user feedback resulting from counterfactual demonstra-
tions significantly improves the accuracy of user-identified
TI concepts as well as the data efficiency of policy finetuning
with less user effort. These findings illustrate a promising di-
rection into leveraging end users to more efficiently perform
interactive alignment of robotic policies at test-time.
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2. Problem Setup

We consider the problem of efficiently adapting a model-free
policy to test scenarios under distribution shift. We define
success as achieving high rewards on the test scenarios after
policy finetuning while minimizing the number of expert
demonstrations required from the user. We consider test
scenarios where potentially both the state and user-desired
reward may have shifted from training.

Preliminaries. We consider environments represented by
atuple M = (S, A, T,R), where S is the state space, A
the action space, 7 : S x A x § — [0, 1] the transition
probability distribution, and R : S x A — R the reward
function. A parameterized policy is denoted as g : S — A,
which is trained end-to-end via any method such as imitation
learning. In this work, we train agents from raw pixel inputs
and thus represent observations as RGB images.

Distribution shift. Suppose policy 7y is trained on ini-
tial states S§ C S with reward R and deployed on initial
test states S,Se C S with reward R'. End-to-end policies
suffer from the problem of distribution shift (Shimodaira,
2000), i.e. ™ can behave arbitrarily if S§° changes from S
Moreover, R often under-specifies the true reward (Agrawal,
2022), and so the user’s intended R’ may also implicitly
change from the R the policy was trained on. We refer to
these two shift types as state shifts and reward shifts.

State shifts. To ground the potential change from S§" to
Sge, we define visual concepts of objects present in S as
® : S — So, i.e. state abstractions that contain object-
centric concepts, such as color, relevant to the task. While
we assume a priori knowledge of the family of concepts
that can vary at test-time during training, ®(S§"), we do
not assume any knowledge of their test-time instantiation
D (SEe), e.g. color being blue may not be in the training set.
As illustrated in Figure 1, potential shifts in Sg can be due
to new instantiations of object concepts (e.g. color changes
from red to orange), or the introduction of distractors (e.g.
a cat appears). We define these shifts as transformations of
initial train states in ®(S{") into initial test states in ®(S{°),
which are unknown to both the model and end user.

Assumption 1: Although we do not assume S¢ compre-
hensively captures all possible state concepts impacting
behaviour, we assume it captures a subset.

This assumption is reasonable for tasks such as navigation or
high-level object manipulation, where common state shifts
may be object-centric (e.g. geometric or visual object prop-
erties like shape or color may be the reason a policy fails).

Reward shifts. Although policy 7y is trained with reward
function R in the training environment, at test time, a user
may want the agent to optimize a different reward function,
R’. For example, Figure 1 illustrates that although the task
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Figure 3. Our approach generates counterfactual demonstrations
(right) for a given human demonstration (left) — explaining what
visual concept(s) of the test state needed to have changed such that
the policy produced actions similar to the user desired actions.

is specified as “get the fruit,” the policy may have been
trained only for R: “get the apples,” whereas a user may
instead prefer R': “get any fruit.” Therefore, whether a shift
in the abstracted state space Sg is task-irrelevant (TT) or
not is also conditioned on the end user’s reward. Let R’
be the user desired reward, which may or may not be the
reward, R, used for the policy training. This potential shift
of reward is also unknown to both the model and end user.

3. Our Approach: DFA

We describe our approach for leveraging user feedback to
efficiently perform policy adaptation. To do so, we must
possess (1) a state editor capable of making concept-level
state changes and (2) a way to query the end user for TI
concepts that are grounded in their R'.

Mapping observations to visual concepts. We begin by
defining the state editor. Let ® : § — Sg be a map-
ping from the observation (image) to a vector describ-
ing its object-based visual concepts. We denote ®(s) =
(¢8a¢(1)7"'7¢§7""¢9w }wad)fz) where Qﬂ € {071}m
indicates whether object ¢ is present in state s (e.g., a fruit)
and its object-specific concept j (e.g., color). ¢} is a one-hot
encoding representing the object-specific concept instantia-
tion (e.g. red). We assume access to ¢ and its conditional
inverse 7! : Sy x S — S, i.e. a visual generative model.

Assumption 2: Let ASg := {®(s1) — ®(s2)[s1, 52 € S}.
We assume we possess a transformation function, i.e. image
editor, f : Sp X ASg — Ss capable of modifying visual
concept representations. These changes may include editing
existing concepts (turning a red object orange), removing
objects entirely (by setting their value to 0), or spawning
new objects (by setting their value to # 0). We assume
we know the space of edits A¢. We can modify visual
concepts in state s and generate state s” as follows: s’ =
OL(f(®(s), A¢), s) where Ap € ASs.
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These assumptions are reasonable due to 1) increasingly
higher-fidelity robotic simulators for common attributes
found in object-centric tasks (such as object shape and color)
(Mittal et al., 2023; Li et al., 2022) and 2) promising ad-
vancements in text-conditioned image editing (Gal et al.,
2022; Kawar et al., 2022). Both approaches hold promise
for creating and modifying realistic scenes and also require
an abstracted state space grounded in a simulator.

We now demonstrate how we use ®, ®~! and f to cre-
ate counterfactual demonstrations for querying TI concepts
from the user and perform efficient policy adaptation.

Diagnosis: Generate counterfactuals

We first sample an initial test state from a distribution over
initial test states s{, ~ D(S°), and deploy policy 7y to
collect trajectory " = (sj,ag, - .., sp, ap) (Algorithm 1
line 3). Since we do not know the true user-desired R/,
we must query the human to determine whether the pol-
icy resulted in success or failure (Algorithm 1 line 4). If
the latter, we request one demonstration from the human
mh = (sh,al,..., sk al) (Algorithm 1 line 5). We ap-
ply our abstract state editor f to replace each concept
@] € D(s) (e.g. color and shape) with alternative instanti-
ations (e.g. red, orange, does not exist etc.) and represent
the changes made to a state as A¢. These edits represent
a search over the visual concept space that can possibly
invoke contrastive behaviour from the policy resulting in
a successful trajectory. We do not assume access to the
different concept instantiations used for training the policy,
i.e. we treat the policy as a black-box.

The counterfactual state is then obtained from the edited
visual concept representation via ®~1.  Altogether:
set = O7L(f(®(sh), Ag),s)). Deploying mp on the
counterfactual initial state results in trajectory 7.y =
(s&f,agt, ... s, ash) (Algorithm 1 line 7). Inspired by the
minimum edit counterfactual problem (Goyal et al., 2019),
where counterfactuals for image classification are produced
by searching through the feature space for the minimal mod-
ification required to change the model’s classification output,
we formulate a parallel for sequential decision-making by
selecting the minimal concept change that results in actions
close to the human demonstration:

argmin d Lo sq ey
Al (1)
st.Vte[T): |aff —al| < e

This can be intuitively thought of as minimizing the number
of “edits” performed by state editor f such that the policy
produces actions similar to the demonstrated actions. We
choose L distance as a natural and general distance met-
ric, although alternate metrics can be used, including those
that compute distances between full trajectories (Berndt &

Algorithm 1 : Fast adaptation with counterfactuals

: Given: policy 7y, test state sy, state editor f, human user

1

2:

3: Rollout 7 on s for user

4: while user indicated failure do

5. Collect user demo 7y, : (sh, apy, ..., s%, alt)
6:  Initialize Dgnetune : {7h}
7
8
9
0

Generate counterfactual 7os : (s&f, aff, ..., s$, a$)
if 7c¢ actions close to 7, then
10: Collect user feedback on A¢ and
whether it is task-irrelevant
11: if YES then
12: for concept instantiation € [m] of A¢ do
13: Create augmented demo Taug : (50, af, ...57, alk)
14: Update Danetune < Dinetune U {Taug}
15: end for
16: end if
17:  endif
18:

19:  Finetune 7p using Danetune
20: end while

Clifford, 1994). Although we conduct exhaustive search in
this work, alternate formulations could perform continuous
relaxations that allow the objective to be directly optimiz-
able via gradient descent depending on the assumed training
distribution (Goyal et al., 2019).

Feedback: Query TI concepts and augment data

With these counterfactuals, we now have a human-
interpretable manner of communicating visual concepts that
enables user-guided data augmentation of TI concepts on
their desired reward R’. While our generated counterfactual
contains information regarding the policy’s hypothesis of
what shifted concepts A¢ are, we do not know if these con-
cepts are TI to the user desired reward R'. Therefore, we
query for user feedback regarding whether the identified A¢
is TT or task-relevant (TR), i.e. affects the desired behaviour,
on reward R’. For example, if the user had identified mug
texture as the shifted visual concept causing failure, we then
ask whether this concept is task-relevant or -irrelevant.

Adaptation: Finetune policy

Lastly, using the previously collected human demonstra-
tion, we perform efficient data augmentation of state se-
quences via modifying all instantiations of the identified
TI concept(s) with state editor f. We then use these aug-
mented demonstrations for finetuning our policy via super-
vised learning. The full experimental framework is below.

4. Experimental domains and task generation

We evaluate our full experimental pipeline on three envi-
ronments consisting of both discrete and continuous control
tasks: 2D Navigation, Minigrid, and VIMA. Figure 4
details state-editable visual concept instantiations qS; For
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Figure 4. Environments and their possible concept instantiations.
Note, VIMA contains more instantiations than depicted (there are
29 possible shapes and 81 possible colors in total).

implementation details, please see Appendix A.1.

2D Navigation. To highlight an illustrative example (Figure
5), we create a simple visual navigation environment where
an agent is tasked with navigating to a goal object of one
color while potentially faced with a distractor of a different
color. Success is defined as being within radius e of the final
goal after 20 timesteps.

Training task. We generate a task, defined as “go to the
<goal>”, with an agent, a randomly sampled goal color,
and no distractor. We place the goal in the bottom right
corner of the grid and the agent (always white) in the top
left corner. The train reward R is the agent’s distance from
the goal. We then create 10 demonstrations of length 20 by
taking continuous actions from the agent’s starting location
to the goal object. We use these to train policy 7y via
supervised learning. Refer to Figure 5 for an example.

Test tasks. We sample a test task for each of the 5 potential
distribution shifts: shifted object concept (TI and TR), new
distractor (TT and TR), and other (always TR). For the first
and second shift type (modified object concept), we sample
an alternative goal (color). We then assign a user-intended
reward R’ of high and low concept specificity (i.e. when the
object is described by more or less attributes which makes
object identification more specific) for TT vs. TR tasks (e.g.
a TI reward would be “go to any goal” whereas a TR reward
would be “go to the yellow goal.” For the third and fourth
shift types (new distractor), we first generate the goal and a
distractor in a similar manner, then randomly assign whether

the distractor is TI (not in the way) or TR (in the way). For
distractors, we similarly define their corresponding goals
(e.g. a TI distractor would be “go to the goal, ignore the
distractor” whereas a TR distractor would be “go to the goal,
ignore the red distractor.” For the last shift type (other),
we generate the same goal instead in the bottom left corner.
We do not explicitly define a test reward R’ for the user—
instead, we allow the user to implicitly select this as the
alternative option given no valid counterfactual is generated.

Minigrid. We design a task, again defined as “go to the
<goal>", with a multi-room compositional structure to
explore how our approach scales with compositionality and
long-horizon goals. We adapt the DoorKey environment
from Minigrid (Chevalier-Boisvert et al., 2018) and create
an environment composed of three sub-tasks (pick up a key,
use the key to unlock a door, then navigate through the door
to a goal). Success is defined by reaching the goal within 35
timesteps. Refer to Figure 8 for examples of sampled tasks.

Training task. We generate a task with randomly sampled
key, door, and goal colors placed at fixed locations on the
grid with no distractor. The reward R is the agent’s distance
from the goal. We create 10 demonstrations of length 35 by
taking actions from the agent’s starting location to the goal.

Test tasks. Our 5 potential distribution shifts are generated
in a similar manner to above. For the first and second shift
type (changed object), we first sample an object (key, door,
goal), then randomly vary its concept instantiation (color).
This is reflected in reward R’ for TR shifts (e.g. “go to the
goal using the blue key” or “go to the green” goal). For the
third and fourth shift types (new distractor), we preserve
the same key, door, and goal visual concepts from the train
task, but additionally add a distractor of a random color (and
assign it as TI or TR). For the last shift type, we sample an
object and vary its location.

VIMA. We design a visual manipulation task using VIMA
(Jiang et al., 2022), defined as “put the <object> on the
<goal>". In this domain, we wish to explore how more
realistic environments with a larger concept set impact the
accuracy and benefit from human feedback. VIMA consists
of many objects and concept instantiations, and is therefore
well suited for testing the impact of an increased concept
set. We focus on a visual manipulation task where a robotic
arm is tasked with picking up an object and placing it at a
designated location on a tabletop surface. Success is defined
as a successful pick and placed object within radius € of the
goal.

Training task. We generate a pick-and-place task where a
robotic arm is tasked with picking up an object and placing
it on the goal (R: distance of the picked object from the
goal). We place a randomly sampled goal object and its cor-
responding concepts in the bottom right corner of the table,
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Figure 5. Example train task, possible test tasks, and their corresponding counterfactuals for each distribution shift on 2D Navigation.

then do the same for an alternately sampled manipulated
object in the top left corner. There is no distractor.

Test tasks. We generate 5 distribution shifts similar to above
(Figure 8). For the first and second shift type (changed ob-
ject), we first randomly sample the object (e.g. manipulated
or goal object), then vary randomly one of the properties
(e.g. shape or color instantiation). TR R’s would reflect
this shift, e.g. “put the object on the bowl” or “put the green
object on the goal.” For the third and fourth shifts (new
distractor), we maintain the same object concepts from train,
but additionally sample a distractor object and its concepts
(and sample a corresponding TI or TR).

Human experiments. To explore whether counterfactuals
help real human users identify task-irrelevant shifts, we
conducted a between-subject in-person human experiment
at the Massachusetts Institute of Technology. We recruited
20 subjects (55% male, age 18-35). 24% of participants
attested to having a technical background, although only
10% have worked with machine learning. We obtained IRB
approval and all subject data was anonymized.

Method. The user study is comprised of two phases for
each domain: familiarization and feedback. In the famil-
iarization phase, we introduce the user to the task context,
environment, concept space Sg (object concept is defined
in language, concept instantiation depicted visually akin
to Figure 4), and an example of each type of distribution
shift (s{, depicting object concept, distractor, or other shift).
We then explain what a counterfactual demonstration is. In
the feedback phase, we sample test tasks for each type of
distribution shift (one each for 2D Navigation and Minigrid,
2 each for VIMA, amounting to 12 tasks per user). For the
two shift types that can be TI or TR (shifted concept or dis-
tractor), we randomly assign half of the task specifications
to be one type and half to be the other (in batches so that we
test an equivalent number of total tasks). This is done to cre-
ate comparisons between different “user-desired rewards.”
For full examples across all domains, see Figure 8.

Baseline condition. For each test task, we first show the
user the failed behaviour and ask them to identify, of the
defined Sg, which 1) concepts(s) and 2) instantiation(s)
they believe caused the failure. We then ask whether these
concept(s) should matter to the specified reward R'. We
highlight that S may not contain all the visual concepts
relevant to failure (i.e. something other than object concept
or distractor may be the error, e.g. location). We allow
responses of none, one, or multiple visual concepts (with
none corresponding to “the cause of failure is not in S¢”).

Experimental condition. Next, we show a counterfactual
demonstration generated via an oracle demonstrator provid-
ing a desired demonstration. Note, in a real world deploy-
ment scenario, this demonstration would be collected from
the user. We then repeat the same process as the baseline.
Altogether, we received 240 user responses to 12 tasks.

5. Empirical evaluation.

Our approach aims to improve the efficiency of policy adap-
tation of task-irrelevant shifted concepts in A¢ while min-
imizing user effort required to generate demonstrations—
does this work in practice with real humans?.

QO (sanity check): Can users select A¢ from scratch?
Before investigating our main hypothesis, which is whether
counterfactual explanations can help users infer the true
shifted A¢, we conducted a pilot user study in VIMA (N=5)
to determine whether participants could accurately specify
task-relevant concepts with no machine guidance, i.e. can
users correctly identify the correct policy failure mode with-
out a provided explanation? We followed the same user
study protocol described above, but asked for responses
with no counterfactuals presented. A response was counted
as correct if the true task-relevant concepts were selected.

Results. We pooled responses across 5 randomly sampled
tasks per user, and found that none of the five respondents
were able to correctly identify the correct relevant subset
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above random chance. For detailed discussion regarding
specific user failures, see A.2. This confirms the intuition
from related work (Bobu et al., 2018; Ilyas et al., 2019)
that users generally struggle to exhaustively specify all task-
relevant concepts that agents also find relevant due to the
black-box and sometimes arbitrary nature of policy failures.

Q1: Do counterfactuals help the user better infer A¢?
Now that we have performed a sanity check motivating the
need for an explanatory aide in the user-feedback phase,
we begin our analysis of the benefit of interactive human
diagnosis of distribution shift. We first ask whether our pro-
posed explainability method of generating counterfactual
demonstrations results in more accurate human inference of
A¢ when compared to agent behaviour alone, i.e. do coun-
terfactuals help users identify the true shifted concept(s)?

We compare the accuracy of user-provided responses to the
true shifted concept(s) A¢ from behaviour alone (our base-
line condition) vs. with counterfactual demonstrations (our
experimental condition). For a response to be counted as
correct for a concept shift, the user must have identified both
the correct 1) object and 2) concept within their response.
For identifying new distractors, a correct response must in-
clude all visual concepts of the distractor (e.g. color and also
shape if present). For “other” shifts with no counterfactuals,
users who responded with “none” were correct.

Results. As highlighted in Figure 6, users who received
counterfactuals were significantly more accurate at iden-
tifying the correct concept shift compared to users with
behaviour alone (p < .001 across all domains using a Chi
Squared test with 1 degree of freedom x2(1).). Unsurpris-
ingly, this effect is the largest on VIMA, which contains
by far the largest concept space. This result confirms our
hypothesis that we can leverage user feedback for more accu-
rate augmentation in more complex domains. Lastly, these
results highlight the value of leveraging counterfactuals as
an interpretability tool for sequential decision-making.

Q2: Does our approach result in more efficient finetun-
ing? Now that we have reinforced the ability of counterfac-

tual demonstrations to provide more accurate user inference
of A¢, we ask: can we successfully leverage additional
feedback regarding task-irrelevant visual concepts to more
efficiently perform augmentation and finetuning?

To answer this, we turn our empirical analysis to the two
types of distribution shift that possess task-irrelevant visual
concepts: object concept and distractor shifts where the de-
sired reward is “broad” and may contain ambiguous aspects
that should not impact actions. For each test task, we assess
performance of the finetuned policy on 10 sampled tasks
from R’. We make the following comparisons:

No human feedback (NH-random): We attempt random
augmentation of all possible concepts in the demonstration.
While generating augmented demonstrations is less costly
relative to collecting them from humans, finetuning on all
permutations (without being confident that it would result
in the right solution) is still undesirable.

Baseline human (Baseline H): Our baseline human group,
where subjects identified visual concepts from the agent’s
behaviour alone. We augment the correct concept at the
same rate of correct responses for each domain, and ran-
domly otherwise.

Counterfactual human (CF H): Similar to above, but with
responses from our experimental group.

Perfect feedback (Oracle): For completion, we also in-
clude a comparison to the maximum performance gain pos-
sible if we always augmented the correct concept.

Results. As shown in Figure 7, more accurate feedback
directly results in more efficient policy performance on R’
after targeted data augmentation. These results illustrate
an exciting future direction for interactive methods that
query for concept-level human invariances on the test task
for more efficient learning.

Q3: Does our approach align to human desired rewards?
The previous experiments considered questions related to a
user’s ability to infer A¢ and their behaviour-invariance—
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Figure 7. Finetuning results on task-irrelevant shifts across all domains.

properties that inform of distribution shifts caused by the
state. However, we now evaluate whether our approach
also allows users to identify reward shifts i.e. can users
appropriately identify task-irrelevant concepts for different
R's?

Results. The answer to this question lies in our random
assignment of TI and TR rewards to different object and
distractor shift tasks. For TR assigned tasks (e.g. go to the
blue object), human subjects correctly identified that the
proposed counterfactual (e.g. red object) was not valid for
their desired reward 79% of the time across all domains. In
a pairwise comparison between responses to those TR tasks
and their corresponding TI tasks, we find a significant dif-
ference in respondent answers (p < .001 across all domains
using a Wilcoxon signed-rank test). This points to evidence
that users do not indiscriminately view all concepts simi-
larly but rather ground them to their specific R’. This is
an exciting finding, for it confirms that humans possess pref-
erences that may be under-specified by the task definition
that we can query to perform user-guided adaptation.

6. Related Work

Human-in-the-loop. Existing frameworks to interactively
query humans for data (Abel et al., 2017; Zhang et al., 2019),
like TAMER (Knox & Stone, 2008) and COACH (Mac-
Glashan et al., 2017) use human feedback to train policies,
but are restricted to binary or scalar labeled rewards. A dif-
ferent line of work seeks to learn tasks using human prefer-
ences, oftentimes asking them to compare or rank trajectory
snippets (Christiano et al., 2017; Brown et al., 2020). Yet

another direction focuses on how to perform active learning
from human teachers, where the emphasis is on generating
actions or queries that are maximally informative for the
human to label (Bobu et al., 2022; Chao et al., 2010). The
challenge with these approaches is that the feedback asked
of the human is often overfit to specific failures or desired
data points, and rarely scale well relative to human effort
(Bobu et al., 2023). Our approach scales exponentially with
the number of visual aspects present in the scene—given an
ability to modify them if identified.

Counterfactual explanations. Ensuring that end-to-end
agents are intelligible to various concerns encompassing
ethical, legal, safety, or usability viewpoints is a key focus
of counterfactual explanations (Garcia & Fernandez, 2015).
While commonly found in image classification (Goyal et al.,
2019; Vermeire et al., 2022), counterfactuals have been
scantily explored in sequential decision-making. The near-
est neighbor to our work is (Olson et al., 2019), who use a
GAN to generate counterfactual states directly. However,
the use of counterfactuals to solicit useful human feedback
for adaptation has been under-explored, and to the best of
our understanding, never done previously for robotic tasks.

Visual Augmentation. Recent works conducted in parallel
to ours explore the feasibility of leveraging visual augmen-
tation via image editing to train more generalizable policies,
and optimistically suggest that augmentation of visual con-
cepts alone buys quite a lot in real-world robotics settings
(Chen et al., 2023; Mandi et al., 2022; Yu et al., 2023; Chen
et al., 2021). While these works focus exclusively on tech-
nical methods to scale up visual augmentation (often by us-
ing image editing techniques to augment designer-specified



Diagnosis, Feedback, Adaptation: A Human-in-the-Loop Framework for Test-Time Policy Adaptation

concepts), they do not address the underlying question of
identifying specific user-informed task-irrelevant concepts
that we do in our work. We concur with the suggestions
offered in these works for scaling beyond visual data, such
as mixing in simulation data for capturing motion, exploring
multi-modal data generation, etc., and are excited about the
complementary nature of these two lines of work.

7. Discussion

Limitations. Our work relies heavily on Assumptions 1 and
2 of access to an abstracted state space and image editor
f for a desired scene. This abstraction may be difficult to
obtain in many situations in the wild, where scenes could
be infinitely cluttered with many objects. However, the
exciting developments emerging from the field of computer
vision enabling fast, realistic image editing grounded in
human-defined abstractions (Mittal et al., 2023; Gal et al.,
2022; Kawar et al., 2022) is an encouraging sign. Moreover,
while we define concept invariance to encompass either
one specific instantiation (e.g. blue) or all instantiations—
users may possess more complex delineations (e.g. blue
and green, but not red). Future work can also explore how
different visualization interfaces helps users give even more
detailed feedback regarding their preferred aspects.

More importantly, our minimum edit counterfactual solu-
tion is solved in this work via privileged access to object
ordering, then a brute force search over all their instantia-
tions, which may not be practical. Future work can explore
how continuous relaxations may be applied to the problem
so that a method like gradient descent can be employed to
generate counterfactuals. We are excited for the following
two directions of inquiry: (1) leveraging human heuristics
and (2) learning a prior over counterfactuals. For the first,
one possibility is to use domain knowledge to design heuris-
tics, e.g. first identify whether the presence of an object
impacts behaviour prior to performing a search over each
possible visual instantiation (an idea that we implemented
in our work). We envision that other heuristics can be ad-
ditionally explored to constrain the search space. For the
second, we could also learn a counterfactual priors model
to automatically extract these heuristics using data from
similar already-seen tasks. This could be done by learning
which concepts correspond to different types of pretrain-
ing tasks, shifting the burden of structuring the search space
from deployment time to training—a reasonable path forward
given our goal of fast adaptation to the end user.
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A. Appendix
A.1. Additional Environment Details

2D Navigation. States are fully-observable RGB images of dimension 36x36x3. The action space is continuous and
represents the (z,y) distance that the agent can move in 2D space. The environment was created to test a simple visual
domain while preserving a continuous action space. There are two possible objects: goal and distractor. There is one visual
concept (color) with 4 instantiations (red, green, blue, yellow).

Minigrid. The state space is fully-observable and consists of RGB images of dimension 36 x36x3. The action space is
discrete of size 6 and allows for cardinal movements, picking up/dropping a key, and using the key to open a door. There are
four possible objects: key, door, goal, and distractor. There is one visual concept (color) with 4 instantiations (red, green,
blue, yellow) (other than lava, which has only orange and pink).

VIMA. States are fully-observable images of dimension 80x80x3 and represent a RGB fixed-camera topdown view of the
scene. The action space is continuous of dimension 4 and consists of high-level pick-and-place actions parameterized by the
pose of the end effector. There are 4 possible objects: the manipulated object, goal object, and two possible distractors.
There are two visual concepts (shape and color) and 29 possible instantiations of shape and 81 instantiations of color.

A.2. Pilot User Study Details

In the user debrief from the pilot user study motivating counterfactuals, we found two main user failure modes:

1. Over-specification. 2 out of 5 users said they included more task-relevant concepts than required because they were not
sure how these abstract concepts would actually impact behaviour. For example, if the task was “pick up the flower and put
it on the pan” (ground truth concept set being target shape and goal shape), these users additionally included non-relevant
concepts like target color and goal color. Hence, in the absence of explanations grounding the abstract concept space to
behaviour in the environment, these users felt they could not definitively tell which concepts were relevant vs. not, therefore

11



Diagnosis, Feedback, Adaptation: A Human-in-the-Loop Framework for Test-Time Policy Adaptation

opting to include everything.

2. Under-specification The other 3 users under-specified task-relevant concepts by struggling to imagine alternative future
scenes that the robot could be deployed in. For example, if the task was “pick up the object and put it on the blue pan’
(ground truth concept set being goal shape and goal color), these users only selected goal color as a task-relevant concept
without realizing that the goal itself could take on many different forms. This is due to humans automatically thinking
of concepts through their own interpretation (e.g. the goal is a pan right now and so it must always be a pan) without
considering other alternative realities (e.g. goals can be other objects).

s

Counterfactuals helped explicitly highlight the axes of variation that exist in an environment, helping the user understand
that their current interpretation of the concept is different than all instantiations that concept could be in the scene.
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