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Abstract: As foundation models (FMs) scale, they face a data bottleneck, where the growth of high-quality internet
data unable to keep pace with their training needs. This is most apparent with text data already, has been a
consistent problem in domains such as embodied intelligence, and is expected to soon inflict other modalities as well.
Self-improvement, a paradigm where models generate and train on synthetic data generated from the same or other
models, offers a promising solution. This paradigm differs from both supervised learning, which relies on curated
human data, and reinforcement learning (RL), which depends on external rewards. Self-improvement frameworks
require models to self-curate training data, often using imperfect learned verifiers, with unique challenges. This
workshop will explore algorithms for self-improvement, covering topics such as synthetic data, multi-agent and
multi-modal systems, weak-to-strong generalization, inference-time self-supervision, and theoretical limits.

1. Workshop Summary (expected size: 400-500 attendees; ∼80 accepted papers)
The availability of internet data, while vast, is ultimately finite or at least growing at a pace that lags
behind the consumption needs of foundation models (FMs) during pre-training. Perhaps as is most evident
with large language models (LLMs), even today, the projected gains from scaling up pre-training on
internet data are smaller than incorporating specific test-time techniques [29]. It is projected that soon we
will run out of high-quality data, worthy enough to be directly trained on via next-token prediction [34].
Similarly, real robot data in embodied or physical intelligence problems tends to be quite limited to
date [24]. All is to say that as FMs scale in size and capability, we will soon hit a “data” bottleneck
blocking progress. To address this, machine learning techniques that enable models to self-improve, i.e.,
continually improve beyond their initial training data become essential. In theory, this can be done by
training on self-generated or synthetic data that the same (or other models) produce.
The unique challenges of self-improvement as a learning paradigm. The paradigm of training on self-
generated synthetic data, or what we refer to as self-improvement, is distinct from standard supervised
and reinforcement learning (RL) in several critical ways as we discuss next. These differences underscore
the need for a dedicated study of these topics. In supervised learning, models are trained on high-quality
annotations from humans. Moreover, for pre-training of LLMs, high-quality data is often curated in
heuristic ways that are largely independent of the learning algorithm. In contrast, self-improvement
frameworks rely on the model’s ability to generate its own training data (or use other models to generate
this data), and thus the algorithm for data curation must now be subsumed by the learning framework. RL
also involves training on model’s generations, and as a result, might appear similar to the self-improvement
paradigm. However, due to its generality, a generic RL algorithm (designed to cater to all downstream
RL problems) might not be tailored enough for self-improvement, which poses specific constraints and
conditions on improving models. For instance, in contrast to an unpredictable external environment, the
only randomness in the data generation process for self-improving foundation models in many use cases
corresponds to the inherent randomness in the model’s own outputs. Furthermore, RL algorithms are
typically meant to optimize rewards obtained from an accurate reward oracle, which is absent in the
self-improvement paradigm. Here, we can only rely on querying learned verifiers or reward models which
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can fail arbitrarily. In fact, unless carefully designed, self-improvement recipes can lead to model collapse
with more training, which is absent in traditional RL due to the presence of a meaningful reward signal.
Thus, different from RL, the self-improvement algorithms cannot naïvely exploit the verification-generation
gap [1, 30]. This necessitates research on self-improvement algorithms that also adapt to errors made by
the learned evaluation model. We believe that such distinctions and specificity should provide far more
optimistic and tailored algorithms that are more effective than a generic RL approach.

Goals of the Workshop
This workshop focuses on developing machine learning principles and algorithms for enabling self-
improvement in foundation models. We aim to bring together communities working on foundation
models, reinforcement learning and online learning, cognitive neuroscience, along with practitioners
from various domains for fostering discussions and collaborations on several fundamental topics around
this general theme of self-improvement, including but not limited to:

• Learning objectives and algorithms; what should we learn? How should we supervise training?
• Multi-agent and multi-model systems for enabling self-improvement
• Training on machine-generated synthetic data without collapse
• Autonomous online learning and reinforcement learning algorithms for FMs
• Efficiently exploiting tools and external information for self-improvement
• Theoretically characterizing conditions under which self-improvement is feasible, e.g., verification-

generation gap, nature of problems where self-improvement is possible,
• Using weak supervision for improving strong models
• Gains from training with self-improvement algorithms at inference time (e.g., computational benefits,

performance benefits, etc.)
• Limits of self-improvement training (e.g., when is expert data often needed?)
• Applications: software agents, robotic self-improvement, multi-modal systems, math, etc.

We are especially interested in downstream application of self-improvement algorithms. We explicitly
encourage submissions that study applications of these algorithms on downstream problem domains.
The composition of our speaker and organizer set covers different application areas of interest.

Related Previous Workshops and History.
To the best of our knowledge, our proposed workshop is the only workshop in the last five years that
focuses exclusively on the problem of self-improvement with foundation models. Previous workshops
at ICLR, NeurIPS and ICML on related topics specifically focus on one type of application or domain,
for example workshops pertaining to agents: “open-world agents” and “LLM Agents”; RL and language:
“LaReL workshop at NeurIPS 2022; and intersection of math and AI: “MATH-AI”.
Perhaps the most closely related workshops to our proposal are the “System 2 reasoning” workshop at
NeurIPS 2024 and “Auto RL” workshop at ICML 2024. The System 2 reasoning workshop largely focuses
on studying how to imbue transformer-like models with rule-based learning, understanding, syntactic
generalization, and compositionality, and while self-improvement algorithms can imbue foundation
models with these capabilities, self-improvement is complementary: our goal is to study learning methods
that can enable foundation models to improve without human supervision and this improvement may or
may not be along these system 2 properties. Conversely, system 2 capabilities can arise from training on
well-curated human data, but our goal is to study methods for improving foundation models without
human data. The AutoRL workshop focuses on synergies between RL and in-context learning, with a
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primary focus on investigating how LLMs can help tackle big challenges in RL. Our goal is to instead study
self-improvement algorithms for FMs, which is perhaps more related to the opposite direction (building
RL methods for improving FMs, but with important distinctions as discussed in the introduction).

Relevance to the ICLR Community and Intellectual Excitement.
There is growing interest in self-improvement techniques, as evidenced by the number of research papers
in this area at recent ML conferences (ICML, NeurIPS, and ICLR 2024-2025) and arXiv (e.g., [2–23, 25–
27, 27, 28, 31, 32, 32, 33, 35, 36, 36–47]). Furthermore, self-improvement is fundamentally a problem
with exciting connections to different paradigms of machine learning (i.e., supervised, unsupervised,
reinforcement learning, and meta learning), cognitive neuroscience and game theory, and a diverse range
of application domains (natural language reasoning, robotic learning and embodiment, multi-modality).
As a result, the workshop will appeal to and benefit from researchers across diverse fields in AI. Many
research challenges that we outline are fundamental in nature, and will interest both theorists and
empirical researchers. Beyond a rich set of research challenges, recent progress in this area (e.g., with
the OpenAI release of o1) holds tremendous promise in building the best FMs, making the workshop
attractive to practitioners from industry as well. This makes our workshop a timely one that discusses
current progress and decides on important next steps for the research on self-improving FMs.

2. Diversity and Inclusion Statement
The organizing committee shares a strong commitment to promoting diversity in academic backgrounds,
gender, and seniority. We strived to achieve a diverse representation in the invited speakers. We
will actively encourage female researchers and other minorities in related fields to submit papers and
participate in discussions by leveraging existing networks (WiML, Black in AI, LXAI, Queer in AI, etc.).
Several highlights from the perspective of the proposed workshop are shown below:

• Diversity of topics: Our workshop covers a broad range of topics pertaining to self-improvement,
including theoretical understanding, algorithm design, applications in language, multi-modal, and
embodied problems. We believe that such a diverse portfolio of topics will enable multiple commu-
nities to come together and discuss topics at the intersection and for fostering new collaborations.
Our speakers focus on different topics / areas as well.

• Diversity of speakers: Three of the seven speakers identify as females, while the rest identify as
males. All speakers come from different institutions; and are at different levels of seniority in their
career. Our speaker set consists of roughly an equal representation from industry and academia.
Each speaker is an expert in a different area of research. One speaker is based in Asia.

• Diversity of organizers: Three of the six organizers identify as females. The organizers consists of
1 Assistant Professor, 2 PhD students, and 3 Research Scientists at industry labs. Two of these three
research scientists hold Adjunct faculty positions at various universities. Two of the organizers are
based in Europe, one is based in Canada, two are based on the US east coast, and one is based on
the US west coast. Organizers are affiliated with different institutions: CMU, UC Berkeley, Google,
Meta, McGill, and UCL. Our speakers come from organizations distinct from organizers. Five of the
six organizers have extensive prior workshop organization experience at ICLR, NeurIPS, ICML.

3. Invited Speakers
The following speakers have confirmed their interest in participating at the workshop via an invited talk.
We will also invite all invited speakers for a panel discussion.
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Speaker Affiliation Tentative Talk Topic / Area
Noah Goodman Stanford University Self-improvement algorithms

Yejin Choi Univ. of Washington & NVIDIA Limits of self-improvement
Phillip Isola MIT Synthetic data in computer vision
Shunyu Yao OpenAI / Princeton Self-improvement for agents
Minjoon Seo KAIST AI (Korea) Self-improvement algorithms

Ida Momennejad Microsoft Research Multi-agent learning / cognitive perspectives
Ulyana Piterbarg New York University Synthetic data for code

Table 1: List of speakers and panelists, with their affiliations, and tentative topic of their talks.

Yejin Choi (she/her; NVIDIA & University of Washington): Yejin Choi is the Wissner-Slivka Professor at
the University of Washington and a senior director at NVIDIA. Her research investigates a wide variety
problems across NLP and AI including fundamental limits and capabilities of large language models,
neuro-symbolic fusion, commonsense knowledge, reasoning, and self-supervised learning. She is a
MacArthur Fellow, named among Time100 Most Influential People in AI in 2023, and a co-recipient of 2
Test-of-Time Awards (ACL 2021 and CVPR 2021) and 8 Best and Outstanding Paper Awards at ICCV,
ICML, NeurIPS, ACL, NAACL, EMNLP and AAAI.
Noah Goodman (he/him; Stanford University): Noah Goodman is an Associate Professor of Psychology
and CS at Stanford. His research interests lie in computational models of cognition, probabilistic
programming languages, natural language semantics and pragmatics, concepts and intuitive theories.
Noah is a recipient of the Sloan Fellowship, and multiple best paper awards at venues like AAAI, IEEE
Transactions on Affective Computing, EDM, and Cognitive Science Society. His recent contributions (e.g.,
STAR, Quiet-star, and Stream of Search) to inductive/deductive reasoning, search, RL on LLMs, and
self-supervision stand out as some of the most promising avenues in self-improvement.
Ida Momennejad (she/her; Microsoft Research): Ida Momennejad is a Principal Researcher at Microsoft
Research. In this role, she focuses on building and evaluating generative AI, drawing from her research
in cognitive neuroscience, reinforcement learning, and NeuroAI. She studies how humans and AI build
models of the world for memory, exploration, and planning, creating behavior-inspired algorithms for
learning and reasoning, such as AI for Xbox gaming. Her approach integrates reinforcement learning,
neural networks, large language models, and machine learning with behavioral experiments, fMRI, and
electrophysiology. Ida trained in cognitive computational neuroscience through computer science and
philosophy. Her PhD was in psychology at the Bernstein Center for Computational Neuroscience.
Phillip Isola (he/him; Massachusetts Institute of Technology): Phillip Isola an Associate Professor in
EECS at MIT. He studies computer vision, machine learning, robotics, and AI. He completed his Ph.D.
in Brain & Cognitive Sciences at MIT, and has since spent time at UC Berkeley, OpenAI, and Google
Research. His work has particularly impacted generative AI and self-supervised representation learning.
His research has been recognized by a Google Faculty Research Award, a PAMI Young Researcher Award, a
Samsung AI Researcher of the Year Award, a Packard Fellowship, and a Sloan Fellowship. His work spans
multi-modality, RL, self-improvement builds on techniques to obtain synthetic data from off-the-shelf
foundation, which would be particularly interesting for the workshop attendees.
Ulyana Piterbarg (she/her; New York University): Ulyana is a Ph.D. candidate in the CILVR lab at NYU
Courant, co-advised by Rob Fergus and Lerrel Pinto. Her research is supported by a DeepMind Ph.D.
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Scholarship and an NSF Graduate Research Fellowship. Ulyana is interested in large generative models
that can solve hard tasks in settings like code synthesis, reasoning, decision-making, and open-ended
interaction. Before this, she finished obtained her BS in Math at Massachusetts Institute of Technology.
Her recent work has been focusing on developing ways to use synthetic data for coding problems, which
is relevant to the theme of this workshop.
Shunyu Yao (he/him; OpenAI & Princeton University): Shunyu is currently a researcher at OpenAI and
recently completed his PhD from Princeton University where he was advised by Prof. Karthik Narsimhan.
His primary focus of research is on LLM agents. Amongst his multiple works on autonomous LLM agents
deployed in the wild, his works on SWE-agent and SWE-Bench present strong evaluation protocols for
self-improving LLMs meant to solve software engineering problems drawn from real GitHub issues.
Minjoon Seo (he/him; KAIST AI): Minjoon Seo is an Assistant Professor at KAIST AI, where he is the
Director of Language & Knowledge Lab. He obtained his PhD in Computer Science at the University
of Washington where he was advised by Hannaneh Hajishirzi and Ali Farhadi. He was supported
by Facebook Fellowship and AI2 Key Scientific Challenges Award. His interests lie in understanding
multimodal intelligence, and in particular studying the learning dynamics of multimodal language models.
His works on self-exploration and reasoning in large language models, and some more recent ones on
memorization in LLM pretraining are most relevant for the theme of our workshop.

4. Logistics / Planned Timeline

Session 1 (Before lunch)

Time Slot Planned Event
8:30 - 8:40 am Opening Remarks
8:40 - 9:15 am Invited Talk
9:15 - 9:45 am Contributed Talks (×3)
9:45 - 10:45 am Poster Session
10:45 - 11:20 am Invited Talk
11:20 - 11:55 am Invited Talk
11:55 - 12:30 pm Invited Talk

Session 2 (After lunch)

Time Slot Planned Event
2:00 - 2:35 pm Invited Talk
2:35 - 3:05 pm Contributed Talks (×3)
3:05 - 4:05 pm Poster Session
4:05 - 4:40 pm Invited Talk
4:40 - 5:15 pm Invited Talk
5:15 - 6:15 pm Panel Discussion
6:15 - 6:30 pm Closing Remarks

Figure 1: Tentative schedule for “Self-Improving Foundation Models without Human Supervision”.

Contributed Submissions for Main Track. We plan to accept papers (of around 8-9 pages), excluding
references and appendices. We shall not accept work published in prior conferences including ICLR 2025,
and will highly encourage submission of working papers. The submission process will be handled via
OpenReview, and will go through a double-blind review process. The proceedings of the workshop will
be non-archival and will be made available on the workshop website, and will be publicized accordingly
on X (formerly twitter), and other social media platforms. We will require authors of accepted papers
to provide a recorded video and a slide deck explaining their work. We shall especially encourage
submissions concerning applying or describing potential problems and challenges in self-improvement.
We will abide by the mandatory accept / reject deadline of 5th March, 2025 that ICLR prescribes.

Tiny Papers Track. In accordance with the guidelines from the ICLR workshop organization program,
we will also hold a separate track on tiny papers (upto two pages). The goal of this track would be
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to encourage participants from under-represented minorities to submit a paper. We will follow similar
qualification criteria as ICLR 2024: for instance, to be eligible, the first and/or last author on the paper
should qualify URM criteria and must self-identify for the same (no reasons or rationale required).
Contributed Talks and Best Paper Award. We plan to divide the accepted papers into two groups with
different presentation types – contributed talks (10 min), and posters (two poster sessions) – based
on novelty, technical merit, and alignment to the workshop’s goals. One paper will be conferred with
the workshop’s best paper award and will be presented as a contributed talk. We also plan to solicit
sponsorship from industry partners (e.g. Meta and Google DeepMind). The funds will be used for awards
(best paper and best presentation awards) and ICLR registration grants.
Poster Sessions, Discussion and Workshop Slack. All accepted papers will be presented as posters
during two poster sessions. We will highly encourage authors to present in both sessions. We do not
set the length of a pre-recorded talk for their flexibility. We shall recommend 5 minutes for a concise
introduction, or up to 20 minutes for a full discussion, but not exceeding 30 minutes.
Further, we plan to organize a Slack for the workshop. To encourage diverse discussion, we will also
create Slack channels with broad topics within self-improvement (such as different application domains
and theoretical questions) and seed the discussions with starter thoughts and questions.
Invited Speakers and Panel Discussion. Invited speakers will present their views and perspectives on
self-improvement. The speakers will participate in a lively panel discussion about the potential, challenges,
and limitations of this field. We will invite audience questions by collecting questions ahead of time and
will also enable attendees to ask questions on the spot. The panel would be moderated by two organizers.
Accessibility and Discussion. In order to increase accessibility, we will hold the workshop in a hybrid
format available for both presenters and attendees of the workshop. In addition, we will release talk
summaries, videos, and presentation slides on our workshop website, along with all accepted papers and
corresponding posters. We also plan to publish a workshop summary following the event, highlighting the
main emerging trends and subjects discussed in our workshop in the form of a blog post. Our workshop
slack and discussion groups will remain active throughout to foster discussion among not just participants
at ICLR, but also external participants who may be interested in the field.
Advertisement. We will utilize social media (X, LinkedIn, chat forums for the community, mailing
lists at different universities and industry labs) to advertise the workshop if accepted. This would not
only increase awareness of the work in the community, and hence result in an increase the number of
submissions that we receive, but will also increase participation in the workshop.

5. Organizers
The organizing committee consists of both junior and senior members working broadly along the area of
self-improvement. Most members having extensive experience in organizing previous workshops at top
ML conferences (NeurIPS and ICLR) and other conferences (e.g., in robotics such as RSS).
Amrith Setlur (PhD student at CMU): Amrith Setlur is a 4th year PhD student in the ML department
at Carnegie Mellon University, advised by Prof. Virginia Smith. He is supported by the JP Morgan AI
PhD Fellowship and his research focuses on robustness to spurious correlations, privacy/memorization,
improving generalization through self-improvement techniques, synthetic data, and reinforcement learn-
ing for optimizing large language models. He was also a co-organizer for NeurIPS 2023 workshop on
R0-FoMo: Workshop on robustness of zero-shot/few-shot learning in foundation models.
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Aviral Kumar (Assistant Professor at CMU): Aviral Kumar is an Assistant Professor of Computer Science
and Machine Learning at Carnegie Mellon University. He received his Ph.D. from UC Berkeley in 2023. His
research focuses on reinforcement learning (RL) broadly, with his most notable work building algorithms
for offline reinforcement learning. His recent work focuses on studying the intersection of RL with
foundation models, with several works overlapping with self-improvement. He is a receipient of the C.V.
& Daulat Ramamoorthy Distinguished Research Award, Facebook and Apple Ph.D. fellowships, and has
been named as a semi-finalist for MIT Technology Review 35 Innovators under 35 Award in 2023. He
regularly serves as an Area Chair for ICLR and NeurIPS since 2023 and has previously been the primary
co-organizer for the NeurIPS workshop on offline RL (link) at NeurIPS from 2020 to 2022 (3 years),
which he also helped start in 2020. He has also delivered a tutorial on offline RL at NeurIPS 2020.
Katie Kang (PhD student at UC Berkeley): Katie Kang is a 5th year PhD student at UC Berkeley, advised
by Prof. Sergey Levine and Prof. Claire Tomlin. She is supported by a NSF GRFP fellowship. Her research
focuses on understanding the generalization behavior of modern ML models, including large language
and other foundation models, therefore overlapping with the theme of training on synthetic data.
Feryal Behbahani (Staff Research scientist at Google DeepMind): Feryal Behbahani is a research scientist
at Google DeepMind working on reinforcement learning (RL), meta RL, self-improvement, and more
broadly learning from sub-optimal data generated by FMs. Previously, she was a research scientist
leading the learning team at Latent Logic (now part of Waymo). Before that, she received her PhD in
Computational Neuroscience and ML from Imperial College London, where she worked on sensorimotor
perception, transfer learning and deep RL. She has experience organizing workshops like the Biological
and Artificial RL workshop at NeurIPS 2019, and learning from demonstrations workshop at RSS 2018.
Rishabh Agarwal (Research scientist at Google DeepMind, Adjunct Professor at McGill):Rishabh Agarwal
is a research scientist at Google Deepmind and an Adjunct Professor at McGill University working on
deep reinforcement learning, often with the goal of making RL methods suitable for real-world problems.
His most recent work focuses on mathematical reasoning capabilities of language models and revolves
around the theme of using synthetic data to improve capabilities of large models (e.g., improving verifiers,
training on suboptimal data, generative verifiers). Previously, he received his PhD in computer science
at Mila. His work has received an outstanding paper award at NeurIPS. He serves as an Area Chair for
ICLR and COLM. He has organized several prior workshops, including the three editions of the offline RL
workshop with Aviral and an ICLR 2023 workshop on reincarnating reinforcement learning (RL).
Roberta Railenau (Research scientist at Meta, Honorary Lecturer at UCL): Roberta Railenau is a research
scientist at Meta working on AI agents and tool use as a part of the Llama research team in London, UK.
Previously, she received her PhD in computer science at NYU, where she worked on deep reinforcement
learning. Her recent work studies methods to train verifiers and better models for code and math using
external feedback and self-generated data, which aligns with the theme of this workshop. She has
experience organizing workshops like the Generative Models for Decision Making at ICLR 2024, and
Agent Learning in Open-Endedness (ALOE) Workshop at ICLR 2022 and NeurIPS 2023.
Potential Reviewers. We plan to invite a number of reviewers for the workshop, by reaching out to
graduate students at various schools around the world, and researchers from industry. The set of reviewers
will also benefit from organizers’ connections and access to mailing lists. We also plan to invite authors
of submissions to serve as reviewers to handle an unexpectedly high volume of submissions, following
the success of this scheme from some previous workshops a subset of the organizers have organized.
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