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Abstract

Online Class Incremental Learning (OCIL) aims to train models incrementally,
where data arrive in mini-batches, and previous data are not accessible. A major
challenge in OCIL is Catastrophic Forgetting, i.e., the loss of previously learned
knowledge. Among existing baselines, replay-based methods show competitive
results but requires extra memory for storing exemplars, while exemplar-free
(i.e., data need not be stored for replay in production) methods are resource-
friendly but often lack accuracy. In this paper, we propose an exemplar-free
approach—Forward-only Online Analytic Learning (F-OAL). Unlike traditional
methods, F-OAL does not rely on back-propagation and is forward-only, sig-
nificantly reducing memory usage and computational time. Cooperating with a
pre-trained frozen encoder with Feature Fusion, F-OAL only needs to update a
linear classifier by recursive least square. This approach simultaneously achieves
high accuracy and low resource consumption. Extensive experiments on bench-
mark datasets demonstrate F-OAL’s robust performance in OCIL scenarios. Code
is available at: https://github.com/liuyuchen-cz/F-OAL

1 Introduction

Class Incremental Learning (CIL) updates the model incrementally in a task-by-task manner with new
classes in the new task. Traditional CIL most plans for static offline datasets which historical data are
accessible. However, with the rapid increase of social media and mobile devices, massive amount of
image data have been produced online in a streaming fashion, and render training models on static
data less applicable. To address this, Online Class Incremental Learning (OCIL) is developed taking
an online constraint in addition to the existing CIL setting. OCIL is a more challenging CIL setting
in which data come in mini-batches, and the model is trained only in one epoch (i.e., learning from
one pass data stream) [14]. The model is required to achieve high accuracy, fast training time, and
low resource consumption [25].

However, CIL techniques (including OCIL) suffer from Catastrophic Forgetting (CF) [27], also
known as the erosion of previous knowledge when new data are introduced. The problem becomes
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more severe in online scenarios since the model can only see data once. Two major factors contribute
to CF: (1) Using the loss function to update the whole network leads to uncompleted feature capturing
and diminished global representation [11]. (2) Using back-propagation to adjust linear classifier
results in recency bias, which is a significantly imbalanced weight distribution, showing preference
only on current learning data [15].

To address CF in an online setting, replay-based methods [9, 21] are the mainstream solution by
preserving old exemplars and revisiting them in new tasks. This strategy has strong performance but
is resource consuming, while exemplar-free methods [17, 20] have lower resource consumption but
show less competitive results.

Recently, Analytic Continual Learning (ACL) [49] methods emerged as an exemplar-free branch,
delivering encouraging outcomes. ACL methods pinpoint the iterative back-propagation as the
main factor behind catastrophic forgetting and seek to address it through linear recursive strategies.
Remarkably, for the first time, these methods achieve outcomes comparable to those utilizing replay-
based techniques.

There are two limitations in existing ACL methods: (1) Multiple iterations of base training are needed
when the model is applied. Subsequently, the acquired knowledge is encoded into a regularized
feature autocorrelation matrix by analytic re-alignment. The incremental learning phase then unfolds,
utilizing the recursive least squares method for updates. This pattern is repeated when the dataset is
switched, significantly elevating the temporal cost in an online scenario. (2) Classic ACL methods
demand data aggregation from a single task, facilitating analytic learning in one fell swoop. This
process increases GPU memory footprint and is unsuitable for online contexts where data for each
task is presented as mini-batches.

To address those limitations, we propose Forward-only Online Analytic Learning (F-OAL) that learns
online batch-wise data streams. The F-OAL consists of a frozen pre-trained encoder and an Analytic
Classifier (AC). The frozen encoder is capable of countering the uncompleted feature representation
caused by using the loss function to update and replace the time-consuming base training. With
Feature Fusion and Smooth Projection, the encoder provide informative representation for analytic
learning. The AC is updated by recursive least square rather than back-propagation to solve recency
bias and decrease calculation. Therefore, F-OAL is an exemplar-free countermeasure to CF and
reduces resource consumption since the encoder is frozen and only the AC is updated.

Our main contributions can be concluded as follows:

• We present the F-OAL, an exemplar-free technique that achieves high accuracy and low resource
consumption together for the OCIL.

• F-OAL redefines the OCIL problem into a recursive least square manner and is updated in a
mini-batch manner.

• F-OAL introduces a framework of frozen pre-trained encoder with Feature Fusion to generate
representative features and Smooth Projection for recursively updating AC to counter CF.

• We conduct massive experiments on benchmark datasets with other OCIL baselines. The results
demonstrate that F-OAL achieves competitive results with fasting training speed and low GPU
footprint.

2 Related Works

Online Class Incremental Learning focuses on extracting knowledge from one pass data stream
with new classes in the new task. Time and memory consumption requirements are particularly
critical in OCIL, given the fast and large nature of online data streams [13].

Replay-based methods [33, 25, 21, 9, 31, 12, 2, 11, 15, 41, 37, 36, 1, 38, 19, 6, 39, 35, 9] are
mainstream solutions for OCIL problems by preserving historical exemplars and using them in
new tasks. The accuracy is better than exemplar-free methods’, but the training time and memory
consumption are higher.

Analytic Learning (AL), also referred to as pseudo-inverse learning [10], emerges as a solution to
the pitfalls of back-propagation by recursive least square. Analytic Learning’s computational intensity
is demanding since the entire dataset is processed. The obstacle is solved by the block-wise recursive
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Figure 1: This diagram illustrates the learning agenda of F-OAL. In the encoder , features from each
block of the ViT are extracted, summed, and averaged to form a composite feature. This feature is
then randomly projected into a higher-dimensional space and normalized using the sigmoid function,
serving as the activation for updating the classifier. All parameters in the encoder remain frozen. In
the analytic classifier section, we introduce R to retain historical information and update the linear
classifier using recursive least squares. This process is forward-only with no gradients.

Moore-Penrose algorithm [47], which achieves equivalent precision with joint-learning (i.e., training
with all data). AL has already been used in online reinforcement learning [22], which shows the
potential of AL in OCIL.

Exemplar-free methods can be categorized into regularization-based, prototype-based, and recently
emerged ACL methods. Regularization-based methods [20, 17, 42, 8, 44] apply constraints on
the loss function or change the gradients to preserve knowledge. These solutions reduce resource
consumption but commonly can not outperform replay-based methods. Prototype-based methods
[43, 45, 29, 40, 32, 7, 28] mitigate CF by augmenting the prototypes of features to classify old classes
or generating psudo-features of old classes from new representations. ACL methods represent a
new branch of the CIL community and show great potential in the OCIL scenario. Analytic Class
Incremental Learning (ACIL) [49] is the first approach that applies AL to the CIL problem. The ACIL
achieves a competitive performance in the offline CIL scenario. Gaussian Kernel Embedded Analytic
Learning (GKEAL) [48], following the ACIL, focuses on solving CF in the few-shot scenario by
adopting the kernel method. DS-AL [46] overcomes the under-fitting problem of AL.

3 Methodology

3.1 Proposed Framework

Our F-OAL framework consists of two modules:

Encoder. Encoder has two parts: backbone with Feature Fusion and Smooth Projection. The perfor-
mance of analytic learning is highly dependent on the quality of the extracted features. Therefore, we
employ Vision Transformer (ViT) [5] as the backbone instead of CNN, because ViT generates more
comprehensive feature representation [30]. To further enhance the representativeness of the features,
we utilize Feature Fusion. Specifically, we extract the outputs from each block of the ViT, sum them,
and take their average to form the image feature.

Subsequently, we expand this feature into a higher-dimensional space using random projection and
apply the sigmoid function for smoothing (i.e., Smooth Projection). This results in the final activation
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used to update the classifier. Therefore, the encoder ϕ(·) is defined as:

ϕ(x) = σ

LP


Feature Fusion︷ ︸︸ ︷

B1(x) +B1(B2(x)) + · · ·+Bn(Bn−1(· · ·B1(x)))

n




︸ ︷︷ ︸
Smooth Expansion

, (1)

where B1(·) · · ·Bn(·) are blocks in ViT, LP(·) is linear projection and σ(·) is sigmoid activation
function.

Backbone is pre-trained and frozen and weight matrix of projection is sampled from normal distri-
bution and is frozen. Freezing the encoder avoids selective learning caused by loss function, which
prioritizes features that are easiest to learn rather than the most representative [11] and significantly
reduces the number of trainable parameters.

Analytic Classifier. Unlike back-propagation, we employ the least squares method to obtain the
analytic solution for the linear mapping from the activation to the one-hot label. We then recursively
update the weight matrix of the linear mapping. This approach is forward-only and does not require
the use of gradients, resulting in low memory usage and fast computation speed.

3.2 Analytic Solution

Name Description Dimension

ϕ(X) Activation of all images. V ×D

Y One-hot label of all images. V ×M

Ŵ Joint-learning result of classifier’s weight matrix. M ×D

X
(a)
k,i Activation matrix of the i-th batch of the k-th task. S ×D

Y train
k,i One-hot label matrix of the i-th batch of the k-th task. S × Cs

X
(a)
k,1:i Activation matrix from the start to the i-th batch of the k-th task. Vs ×D

Y train
k,1:i One-hot label matrix from the start.to the i-th batch of the k-th task. Vs × Cs

Ŵ (k,i) Classifier of the i-th batch of the k-th task. Cs ×D

Rk,i Regularized feature autocorrelation matrix to the n-th batch of the k-th task. D ×D

Table 1: Description of notations and their dimensions. Here, V is the number of all images, D is the
encoder output dimension, M is the number of all classes, S is the batch size, Cs is the number of
classes seen so far, and Vs is the number of images seen so far.

The overview is shown in Figure 1. To derive our solution, the notations needed are listed in Table 1.
Unlike other methods that treat model training as a back-propagation process, our method formulates
the problem using linear regression, which allows for direct computation of the optimal parameters in
a closed-form solution:

Y = ϕ(X)W, (2)

where ϕ(·) is the pre-trained and forzen encoder and W is the learnable parameter of linear classifier.
The learning problem can be rewritten into an optimization form:

argmin
W

∥Y − ϕ(X)W∥2F + γ ∥W∥2F , (3)

where ∥ · ∥F represents the Frobenius norm and γ is the regularization term. The optimal solution is
defined as:

Ŵ =
(
ϕ(X)Tϕ(X) + γI

)−1
ϕ(X)TY. (4)
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3.3 Learning Agenda

Given dataset {Xtrain
k ,Ytrain

k }m1 be the training set of task k (k = 1, 2, ... , m). Every task is divided into
n mini-batches. We denote {X train

k,i ,Y
train
k,i }, as the i mini-batch (i=1, 2, ..., n) of training set of task k.

At task 1 batch k, the model aims to optimize

argmin
W(1,i)

∥∥∥Ytrain
1,1:i − (X(a)

1,1:i)W
(1,i)

∥∥∥2
F
+ γ

∥∥∥W(1,i)
∥∥∥2

F
, (5)

where
X(a)
1,1:i = ϕ(Xtrain

1,1:i). (6)

The optimal solution to parameter W(1,i) is given as:

Ŵ
(1,i)

=
(
(X(a)

1,1:i)
TX(a)

1,1:i + γI
)−1

(X(a)
1,1:i)

TYtrain
1,1:i. (7)

Regarding X(a)
1,1:i and Ytrain

1,1:i as stacks of row activation vectors and one-hot label vectors respectively,

we observe that (X(a)
1,1:i)

T(X(a)
1,1:i) and (X(a)

1,1:i)
TYtrain

1,1:i are both sums of outer products w.r.t feature
vectors. Notice that the solution contains no data correlation. Thus we can further derive Equation 7
into

Ŵ
1,i

=

([
(X(a)

1,1:i−1)
T (X(a)

1,i )
T
] [X(a)

1,1:i−1

X(a)
1,i

]
+ γI

)−1 [
(X(a)

1,1:i−1)
T (X(a)

1,i )
T
] [Ytrain

1,1:i−1 0
0 Ytrain

1,i

]
=
(
(X(a)

1,1:i−1)
T(X(a)

1,1:i−1) + (X(a)
1,i )

T(X(a)
1,i ) + γI

)−1 [
(X(a)

1,1:i−1)
TYtrain

1,1:i−1 + (X(a)
1,i )

TYtrain
1,i

]
.

(8)

Let

R1,i−1 =
[
(X(a)

1,1:i−1)
T(X(a)

1,1:i−1) + γI
]−1

. (9)

be the regularized feature autocorrelation matrix at batch i-1 of task 1, where both historical and
current information is encoded in.

Therefore, we can calculate both R and W in a recursive manner by the following theorems when the
serial numbers of tasks and batches are given:

Theorem 3.1 For the batch 1 of task k, Let Ŵ
(0)

be the null matrix. Let Ŵ
(k−1,n)′

=
[
Ŵ

(k−1,n)
0
]

and Ŵ
(k,1)

can be calculated via:

Ŵ
(k,1)

= Ŵ
(k−1,n)′

+ Rk,1X(a)T
k,1

(
Ytrain
k,1 − X(a)

k,1Ŵ
(k−1,n)′

)
, (10)

where
Rk,1 = Rk−1,n − Rk−1,nX(a)T

k,1

(
I + X(a)

k,1Rk−1,nX(a)T
k,1

)−1

X(a)
k,1Rk−1,n. (11)

Theorem 3.2 For the batch i ( i > 1 ) of task k, Ŵ
(k,i)

can be calculated via:

Ŵ
(k,i)

= Ŵ
(k,i−1)

+ Rk,iX(a)T
k,i

(
Ytrain
k,i − X(a)

k,i Ŵ
(k,i−1)

)
, (12)

where
Rk,i = Rk,i−1 − Rk,i−1X(a)T

k,i

(
I + X(a)

k,iRk,i−1X(a)T
k,i

)−1

X(a)
k,iRk,i−1. (13)

Proof. See Appendix A.

Thus, we achieve absolute memorization in an exemplar-free way with all data used only once. The
learning agenda of F-OAL is summarised in Algorithm 1.

5



Algorithm 1 Forward-Only Analytic Learning

Input: Mini-batches {Xtrain
k,i ,Ytrain

k,i }
m,n
1,1 .

Initialization: Identity matrix R0; Null matrix W(0).
for k = 1 to m do

for i = 1 to n do
if i = 1 then

# Theorem 3.1:
Load Ŵ

(k−1,n)
and Rk−1,n;

Expand Ŵ
(k−1,n)

to Ŵ
(k−1,n)′

;
Obtain activation X(a)

k,1 based on Xtrain
k,1 ;

Update Rk,1 by X(a)
k,1 and Rk−1,n;

Update W(k,1) by X(a)
k,1; Ytrain

k,1 , W(k−1,n)′ and Rk;
else

# Theorem 3.2:
Load W(k,i−1) and Rk,i−1;
Obtain activation X(a)

k,i based on Xtrain
k,i ;

Update Rk,i by X(a)
k,i and Rk,i−1;

Update W(k,i) by X(a)
k,i; Ytrain

k,i , W(k,i−1) and Rk,i−1;
end if

end for
end for

3.4 Complexity Analysis

In terms of space complexity, our trainable parameters are only R and W. The R matrix is of size
D ×D, where D is the output dimension of the encoder. In our paper, the encoder output dimension
is 1000. Therefore, according to Equation 9, the size of the R matrix is 1, 000×1, 000. The W matrix
has dimensions of C ×D, where C is the number of classes in the target dataset. For example, with
CIFAR-100, its size is 100× 1, 000. The total number of trainable parameters is relatively small and
does not require gradients. This results in our method using less than 2GB of GPU memory.

In terms of computational complexity, we denote the batch size as S, encoder’s output size as D, and
class number as C. Therefore, the dimensions of X, Y, R and W are S ×D, S × C, D ×D, and
C ×D, respectively. Thus, the calculation is shown below:

The computational complexity for updating R is dominated by the matrix multiplications, thus:

max{O(SDC),O(SC),O(SDC)} ≈ max{O(SDC),O(D2C)}. (14)

The computational complexity for updating W is dominated by the matrix multiplications and the
matrix inversion:

max{O(SD),O(SD2),O(S2),O(S3),O(DS2),O(D2S),O(D2)} ≈ max{O(S3),O(D2S)}. (15)

In the OCIL setting, the batch size is relatively smaller. Therefore, the overall computational
complexity is primarily controlled by D.

3.5 Overhead Analysis

In terms of space overhead, compared to the conventional backbone + classifier structure, F-OAL
introduces an additional linear projection to control the output dimension D of the encoder, and a
matrix R, where only R is trainable. According to Equation 9, the dimension of R remains a fixed
size of D ×D. Other methods require more extra space. For instance, LwF [20] employs knowledge
distillation, necessitating the storage of additional models, while replay-based methods require extra
storage to retain historical samples. In contrast, the overhead introduced by F-OAL, consisting of an
additional matrix and a linear layer, is smaller.
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Metric Method Replay? CIFAR-100 CORe50 FGCVAircraft DTD Tiny-ImageNet Country211

Aavg(%)↑

iCaRL(CVPR 2017)[31] ✓ 91.6 95.6 36.4 74.1 91.3 12.2
ER(ICRA 2019)[12] ✓ 90.1 94.8 35.7 65.4 87.3 14.0
ASER(AAAI 2021)[33] ✓ 87.2 87.1 25.2 57.4 85.8 13.2
SCR(CVPR 2021)[25] ✓ 91.9 95.3 55.6 75.0 82.6 14.7
DVC(CVPR 2022)[9] ✓ 92.4 97.1 33.7 67.3 91.5 16.1
PCR(CVPR 2023)[21] ✓ 89.1 95.7 10.1 35.0 91.0 9.7
LwF(TPAMI 2018)[20] ✗ 69.3 47.0 14.2 40.2 82.5 1.4
EWC(PNAS 2017)[17] ✗ 49.9 47.9 12.0 27.6 60.5 6.1
EASE(CVPR 2024)[42] ✗ 91.1 85.0 38.2 76.0 92.0 15.9
LAE(ICCV 2023)[8] ✗ 79.1 73.3 13.5 63.5 86.7 14.5
SLCA(ICCV 2023)[40] ✗ 90.4 93.7 34.3 70.9 88.6 17.8
F-OAL ✗ 91.1 96.3 62.2 82.8 91.2 24.4

Alast(%)↑

iCaRL(CVPR 2017) ✓ 87.5 93.2 29.8 66.3 87.8 6.5
ER(ICRA 2019) ✓ 84.6 92.1 28.6 54.3 81.6 6.8
ASER(AAAI 2021) ✓ 82.0 82.1 14.8 49.4 80.0 6.7
SCR(CVPR 2021) ✓ 87.7 93.6 50.3 68.7 75.8 8.0
DVC(CVPR 2022) ✓ 87.8 96.0 27.0 57.2 87.2 9.2
PCR(CVPR 2023) ✓ 81.4 93.9 9.0 34.6 86.1 6.1
LwF(TPAMI 2018) ✗ 64.8 26.3 5.8 18.3 72.5 0.5
EWC(PNAS 2017) ✗ 25.2 21.1 3.0 13.3 44.6 1.9
EASE(CVPR 2024) ✗ 85.4 78.3 29.3 67.6 89.3 10.5
LAE(ICCV 2023) ✗ 75.6 67.1 6.3 53.6 82.4 9.3
SLCA(ICCV 2023) ✗ 85.6 88.2 32.1 63.3 85.4 12.9
F-OAL ✗ 86.5 92.5 54.0 75.9 87.3 17.5

F (%)↓

iCaRL(CVPR 2017) ✓ 3.2 2.3 7.1 7.8 2.7 6.7
ER(ICRA 2019) ✓ 20.7 4.3 34.0 29.8 13.3 21.0
ASER(AAAI 2021) ✓ 16.5 9.9 35.7 29.3 16.3 19.4
SCR(CVPR 2021) ✓ 6.2 3.8 14.5 11.6 7.7 6.4
DVC(CVPR 2022) ✓ 8.2 2.3 29.7 21.7 8.9 18.9
PCR(CVPR 2023) ✓ 9.2 4.2 2.7 1.4 8.0 1.7
LwF(TPAMI 2018) ✗ 1.3 0.4 3.1 4.5 1.0 0
EWC(PNAS 2017) ✗ 67.4 81.0 38.8 68.3 20.7 51.5
EASE(CVPR 2024) ✗ 6.1 10.7 19.2 12.5 2.8 16.8
LAE(ICCV 2023) ✗ 11.8 13.8 12.2 25.0 5.4 16.7
SLCA(ICCV 2023) ✗ 7.1 3.4 10.2 12.7 4.2 14.9
F-OAL ✗ 5.5 3.9 10.0 10.1 5.0 6.9

Table 2: This table shows the comparison results of our method with other baselines on six datasets.
We select three metrics: average accuracy (Aavg), last task accuracy (Alast), and forgetting rate (F ).
Higher values for Aavg and Alast indicate better performance, while lower values for F indicate
better performance. In Replay? column, replay-based methods are marked with ✓. Conversely,
exemplar-free methods are marked with ✗. Data in Bold are the best within exemplar-free methods,
and data underlined are the best considering both categories.

In terms of time overhead, our method primarily consists of a forward pass and matrix multiplication,
which is determined by the output dimension of the encoder. By changing the output dimension
of the encoder, we can balance the accuracy and time. According to [16], the backward pass in
back-propagation (forward pass + backward pass) accounts for 70% of the time. Therefore, our
method’s time overhead is also relatively small.

4 Experiment

To show the effectiveness of F-OAL, we conduct extensive experiments to compare our approach
with baseline methods. We build our code and reproduce relevant results based on [24, 34]. All
baselines are with pre-trained ViT as the backbone.

4.1 Datasets

We focus on coarse-grained data scenarios, such as CIFAR-100, Tiny-ImageNet, and Core50, as
well as fine-grained data scenarios, including DTD, FGVCAircraft, and Country211. All of these
are open-source benchmark datasets. However, there are other data scenarios, such as long-tail
distributions, where unbalanced data distribution will make it harder to achieve good performance by
only training the classifier. We will study this case in future work.

• CIFAR-100 [18] is constructed into 10 tasks with disjoint classes, and each task has 10 classes.
Each task has 5,000 images for training and 1,000 for testing.
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• CORe50 [23] is a benchmark designed for class incremental learning with 9 tasks and 50 classes:
10 classes in the first task and 5 classes in the subsequent 8 tasks. Each class has 2,398 training
images and 900 testing images on average.

• FGVCAircraft [26] contains 102 different classes of aircraft models. 100 classes are selected and
divided into 10 tasks. Each class has 33 training images and 33 testing images on average.

• DTD [3] is a texture database, organized into 47 classes. 40 classes are selected and divided into
10 tasks. Each class has 40 training images and 40 testing images.

• Tiny-ImageNet is a subset of ImageNet with 200 classes for training. Each class has 500 images.
The test set contains 10,000 images. The dataset is evenly divided into 10 tasks.

• Country211 contains 211 classes of country images, with 150 train and test images per class. The
dataset is evenly divided into 10 tasks with 210 classes chosen.

4.2 Evaluation Metrics

We define ai,j as the accuracy evaluated on the test set of task j after training the network from task 1
through to i, and the average accuracy is defined as

Ai =
1

i

i∑
j=1

ai,j . (16)

When i = m (i.e., the total number of tasks), Am represents the average accuracy by the end of
training.

Forgetting rate at task i is defined as Equation 17. fi,j represents how much the model has forgot
about task j after being trained on task i. Specifically, max

l∈{1,...,k−1}
(al,j) denotes the best test accuracy

the model has ever achieved on task j before learning task k, and ak,j is the test accuracy on task j
after learning task k.

Fi =
1

i− 1

i−1∑
j=1

fi,j , (17)

where
fk,j = max

l∈{1,...,k−1}
(al,j)− ak,j , ∀j < k. (18)

4.3 Implementation Details

ViT-B [5], pre-trained on ImageNet-1K [4], serves as the backbone network for all methods. The data
stream is kept identical across all experiments to ensure a fair comparison. The learning rate and batch
size are set to 0.001 and 10, respectively. The optimizer is SGD. We assign 5,000 memory buffer
sizes for replay-based methods. In F-OAL, the expansion size is 1,000 (i.e., the output activation size
to update AC is 1,000). The regularization term is set to be 1. All experiments are conducted on a
single RTX 4070ti GPU 12GB, and an average of 3 runs is reported.

4.4 Result Comparison

We tabulate the average accuracy (Aavg), last task accuracy (Alast), and the forgetting rate (F ) from
the compared methods in Table 2.

For fine-grained datasets such as FGCVAircraft, DTD, and Country211, F-OAL achieves the best
performance, with average accuracies of 66.2%, 82.8%, and 24.4%, respectively. The second-best
results are 55.6%, 76.0%, and 17.8%, respectively. Similarly, F-OAL also outperforms in last
task accuracy. This demonstrates the excellent transferability of our method in the OCIL setting,
effectively leveraging the feature extraction capabilities of the pre-trained encoder.

On coarse-grained datasets such as CIFAR-100, CORe50, and Tiny-ImageNet, F-OAL still demon-
strates excellent performance, achieving the highest accuracy among all exemplar-free methods,
except on Tiny-ImageNet where it is 0.8% behind EASE in average accuracy. Compared to the best
replay-based methods, it only lags by 1.3%, 0.8%, and 0.3%, respectively.
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Methods CIFAR-100 CORe50 FGVCAircraft DTD Tiny-ImageNet Country211

LwF 412 877 135 73 841 256
EWC 451 922 115 62 1,190 249
iCaRL 832 1,716 53 24 1671 513
ER 652 1,433 40 21 1,315 404
ASER 5,608 7,700 91 43 18,597 20,611
SCR 2,843 5,939 88 42 62,996 810
DVC 4,191 9,351 287 130 10,940 2,622
PCR 1,624 3,742 113 53 3,274 1,028
EASE 383 760 147 139 638 304
LAE 252 458 156 140 500 355
SLCA 726 1,416 289 278 1,185 551
F-OAL 261 570 16 8 507 157

Table 3: Training time including feature extraction is reported in seconds where replay-based methods
are with 5,000 buffer size. Data in Bold show the fastest time.

Typically, a lower forgetting rate is better, but forgetting is based on accuracy. Therefore, when
comparing forgetting rates, it is important to consider models with similar accuracy levels. When
comparing F-OAL to the well-performing DVC, F-OAL exhibits a lower forgetting rate. On CIFAR-
100, F-OAL’s forgetting rate is 5.5%, while DVC’s is 8.2%. This indicates that F-OAL not only
maintains a high level of accuracy but also effectively manages forgetting.
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Figure 2: Peak GPU memory footprint in GB
with 10 batch size on CIFAR-100. Replay-based
methods are with 5,000 buffer size. F-OAL has
low GPU footprint since it does not require gra-
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4.5 Resource Consumption

GPU. Peak GPU memory footprint on CIFAR-100 is shown in Figure 2. As we state in Section 3.5,
without using gradient and extra space for exemplars, F-OAL requires a low memory footprint while
having good performance (i.e., higher accuracy than LAE and EASE on most datasets).

Training Time. Table 3 illustrates training time including feature extraction. F-OAL is fast with
competitive accuracy (i.e., higher accuracy than LAE). Only the classifier and regularized feature
autocorrelation matrix are updated, leading to fewer of trainable parameters and fast training speed.

4.6 Countering Recency Bias

As demonstrated in Figure 3, the linear classifier of AC obtained through F-OAL training does not
exhibit recency bias. Notably, the weights corresponding to the classes in the most recent tasks do not
significantly surpass those of the earlier classes. The frozen encoder and the recursive least square
updating manner ensure equal treatment for all samples.
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4.7 Ablation Study

We design the ablation study in Table 4 to verify the effectiveness of the Feature Fusion and Smooth
Projection modules. Without these two components, the accuracy of F-OAL drops, especially on
fine-grained datasets.

FF SP CIFAR-100 CORe50 FGVCAircraft DTD Tiny-ImageNet Country211
✓ ✓ 91.1 96.3 62.2 82.8 91.2 24.4
✗ ✓ 90.6 95.3 60.9 80.5 91.4 21.3
✓ ✗ 90.7 95.4 58.7 79.3 91.2 22.8
✗ ✗ 90.6 95.4 56.0 71.2 91.4 21.1

Table 4: Average accuracy comparison with Feature Fusion (FF) and Smooth Projection (SP) modules
across various datasets. ✓ means with and ✗ means without.

As Table 5 (See appendix B) shows, we prove analytic classifier is key to high accuracy. Herein,
we define the Fully Connected Classifier (FCC) as having the identical structure to the AC, but it is
updated through back-propagation rather than utilizing the R and recursive least square. Without AC,
the accuracy drops from 91.1% to 32.4% on CIFAR-100.

Regularization Term. Table 6 (See appendix B) shows the effects of varying γ. For large volume
dataset, F-OAL gives a robust performance in wide range of γ value (e.g., 102 - 10−3), while small
datasets need larger value (e.g., 102 - 1). The comprehensive results show that γ=1 is the suitable
choice.

Projection Size. Figure 4 (See appendix B) demonstrates the influence of different random projection
sizes. The results suggest that the setting of a 1,000-dimensional projection is appropriate.

4.8 Potential Positive and Negative Societal Impacts

The key advantage of our approach is its ability to achieve exemplar-free OCIL with fast training and
low memory footprint, offering an environmentally friendly and efficient solution for this research
track. However, the main limitation of our method lies in its reliance on a powerful pre-trained
encoder. As a result, it is crucial for us to leverage open-source pre-trained backbone networks from
the deep learning community, rather than training our own, which will otherwise lead to higher GPU
usage and increased resource consumption.

5 Conclusion

In this paper, we propose Forward-only Online Analytic Learning (F-OAL), an exemplar-free method
for addressing several limitations of the Online Class Incremental Learning scenario. We use Analytic
Learning to acquire the optimal solution of the classifier directly instead of training for dozens
of epochs by back-propagation. Leveraging the frozen pre-trained encoder with Feature Fusion
and Smooth Projection and the Analytic Classifier updated by recursive least square, our approach
achieves the identical solution to joint-learning on the whole dataset without preserving any historical
exemplars, achieving high accuracy and reducing the resource consumption. Our experiments show
the competitive performance of F-OAL.
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A Appendix

Proof of Theorem 3.1 and 3.2

For Theorem 3.1, we start with proving the case in batch 1 of task k.

According to Equation 8, of task k − 1, we can expand the stacked activation and label matrixes:

Ŵ
(k−1,n)

=

(
k−1∑
m=1

n∑
i=1

X(a)T
m,iX

(a)
m,i + γI

)−1
 X(a)T

1,1 Ytrain
1,1

...
X(a)T

k−1,nYtrain
k−1,n

 . (19)

Hence, at batch 1 of task k, we have

Ŵ
(k,1)

=

(
k−1∑
m=1

n∑
i=1

X(a)T
m,iX

(a)
m,i + γI + X(a)T

k,1 X(a)
k,1

)−1


X(a)T

1,1 Ytrain
1,1

...
X(a)T

k−1,nYtrain
k−1,n

X(a)T
k,1 Ytrain

k,1

 . (20)

We have defined regularized feature autocorrelation matrix Rk−1,n via

Rk−1,n =

(
k−1∑
m=1

n∑
i=1

X(a)T
m,iX

(a)
m,i + γI

)−1

(21)

To facilitate subsequent calculations, here we also define a cross-correlation matrix Qk−1,n

Qk−1,n =
[
X(a)T

1,1 Ytrain
1,1 . . . X(a)T

k−1,nYtrain
k−1,n

]
. (22)

Thus, we can rewrite Equation 20 as

Ŵ
(k−1,n)

= Rk−1,nQk−1,n. (23)

Therefore, at batch 1 of task k we have
Ŵ

(k,1)
= Rk,1Qk,1. (24)

From Equation 21 we can recursively calculate Rk,1 from Rk−1,n

Rk,1 =
(

R−1
k−1,n + X(a)T

k,1 Xk,1

)−1

. (25)

According to the Woodbury matrix identity, we have

(A + UCV)−1 = A−1 − A−1U
(
C−1 + VA−1U

)−1 VA−1. (26)

Let A = R−1
k−1,n,U = X (a)T

k,1 , C = I , V = X (a)
k,1 in Equation 26, we have

Rk,1 = Rk−1,n − Rk−1,nX(a)T
k,1

(
I + X(a)

k,1Rk−1,nX(a)T
k,1

)−1

X(a)
k,1Rk−1,n. (27)

Hence, Rk can be recursively updated using its last task counterpart Rk−1,n and current data (i.e., X k,1). This
proves the recursive calculation in Equation 11.

Next, we derive the recursive formulation of Ŵ
(k,1)

. To this end, we also recuse the cross-correlation matrix
Qk,1 at the batch 1 of task k:

Qk,1 =
[
X(a)T

1,1 Ytrain
1,1 . . . X(a)T

k−1,nYtrain
k−1,n X(a)T

k,1 Ytrain
k,1

]
= Q′

k−1,n + X(a)T
k,1 Ytrain

k,1 . (28)

where
Q′

k−1,n =
[
Qk−1,n 0d(a)×dyk

]
(29)

where d(a) is the dimension of activation and dyk is dimension of total classes of task k. Note that the concatena-
tion in Equation 29 is due to fact that Y k,1 of task k contains more data classes (hence more columns) than
Y k−1,n

Let K k,1 =
(
I +X (a)

k,1Rk−1,nX
(a)T
k,1

)−1

. Since I = K k,1K
−1
k,1 = K k,1

(
I +X (a)

k,1Rk−1,nX
(a)T
k,1

)
, we

have K k,1 = I −K k,1X
(a)
k,1Rk−1,nX

(a)T
k,1 . Therefore,
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Rk−1,nX
(a)T
k,1 (I +X (a)

k,1Rk−1,nX
(a)T
k,1 )

−1 = Rk,1X
(a)T
k,1 K k,1

= Rk,1X
(a)T
k (I −K k,1X

(a)
k,1Rk−1,nX

(a)T
k,1 )

= (Rk−1,n −Rk−1,nX
(a)T
k,1 K k,1X

(a)
k,1Rk−1,n)X

(a)T
k

= Rk,1X
(a)T
k,1 .

(30)

As Ŵ
(k−1,n)′

= [Ŵ
(k−1,n)

0] has expanded its dimension similar to what Q ′
k−1,n does, we have

Ŵ
(k−1,n)′

= Rk−1,nQ
′
k−1,n. (31)

Hence, Ŵ
(k,1)

can be rewritten as

Ŵ
(k,1)

= Rk,1Qk,1 = Rk,1(Q
′
k−1,n +X (a)T

k,1 Y
train
k,1 ) = Rk,1Q

′
k−1,n +Rk,1X

(a)T
k,1 Y

train
k,1 . (32)

By substituting Equation 27 into Rk,1Q
′
k−1,n, we have

Rk,1Q
′
k−1,n = Rk−1,nQ

′
k−1,n −Rk−1,nX

(a)T
k,1 (I +X (a)

k,1Rk−1,nX
(a)T
k,1 )

−1X (a)
k,1Rk−1,nQ

′
k−1,n

= W (k−1,n)′ −Rk−1,nX
(a)T
k,1 (I +X k,1Rk−1,nX

(a)T
k,1 )

−1X (a)
k,1W

(k−1,n)′ .
(33)

According to Equation 30, Equation 33 can be rewritten as

Rk,1Q
′
k−1,n = Ŵ

(k−1,n)′ −Rk,1X
(a)T
k,1 X

(a)
k,1Ŵ

(k−1,n)′

. (34)

By inserting Equation 33 into Equation 32, we have

Ŵ
(k,1)

= Ŵ
(k−1,n)′ −Rk,1X

(a)T
k,1 X

(a)
k,1Ŵ

(k−1,n)′

+Rk,1X
(a)T
k,1 Y

train
k,1

= Ŵ
(k−1,n)′

+Rk,1X
(a)T
k,1 (Y

train
k,1 −X (a)

k,1Ŵ
(k−1,n)′

),
(35)

which proves the case in the batch 1 of task k.

For Theorem 3.2, we consider the case at rest batches of task k. In the rest of batches, the number of classes
maintain unchanged compared with batch 1, which means no column expansion is required. According to

Equation 35, we substitute Ŵ
(k−1,n)′

by Ŵ
(k,i−1)

. Similar substitution is applied to Rk−1,n with Rk,i−1

according to Equation 27 since the shape of regularized feature autocorrelation matrix is remained through
whole learning agenda. Then we have

Ŵ
(k,i)

= Ŵ
(k,i−1)

+ Rk,iX(a)T
k,i

(
Ytrain
k,i − X(a)

k,i Ŵ
(k,i−1)

)
, (36)

Rk,i = Rk,i−1 − Rk,i−1X(a)T
k,i

(
I + X(a)

k,iRk,i−1X(a)T
k,i

)−1

X(a)
k,iRk,i−1, (37)

which complete the proof.
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Figure 4: Average accuracy measured in different projection sizes. Due to the time complexity in
computing Equation 11, higher projection sizes escalate training time while increase little performance.
On small datasets, higher projection sizes may even lead to reduction.

B Appendix

Figure 4 demonstrates the influence of different random projection sizes. These experiments reveal that higher-
dimensional projections may not always improve accuracy, suggesting that projection size must fit the dataset’s
volume. If the volume of the dataset is small, a high-dimensional projection results in over-fitting to the training
set. The maximum accuracy on DTD is at 1,000 projection size, while the accuracy slightly increases after 1,000.
When the projection size is 2,000, the results of FGVCAircrft and CORe50 are a little higher than the results on
1,000, but time consumption is twice higher due to the cubic time complexity in the matrix inverse. Thus, we
limit the projection size measurement to 2,000 for CORe50 and Tiny-ImageNet due to the significant increase in
time consumption.

Table 5 justify the contribution of AC. The reduction from 91.1% to 32.4% without AL suggesting that one
epoch of simple back-propagation is unable to handle the OCIL.

Table 6 varifies the choice of 1 as regularization term is suitable for OCIL. Fine-grained datasets suffer a lot
from the wrong choice of γ. The average accuracy on FGVCAircraft drops from 61.1% to 22.4% when γ is
tuned from 1 to 10−3.

AC FCC Result

✓ ✗ 91.1
✗ ✓ 32.4

Table 5: Average accuracy of CIFAR-
100 with updating manner in classifier.

Dataset 102 101 1 10−1 10−2 10−3

CIFAR-100 91.1 91.1 91.1 90.8 90.3 87.2
CORe50 95.3 95.3 95.3 95.2 93.6 89.9

FGVCAircraft 55.1 59.5 61.1 47.1 34.9 22.4
DTD 70.3 75.2 81.6 81.5 79.1 70.8

Tiny-ImageNet 91.2 91.2 91.2 90.9 90.3 89.8
Country211 23.2 23.3 24.4 22.6 21.3 17.4

Table 6: Average accuracy measured with dif-
ferent regularization terms. γ=1 shows robust
results across all datasets.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The most important idea of this paper is claimed in substract(i.e., forward-only learning).

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Main limitation is F-OAL needs a powerful pre-trained backbone.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [Yes]

Justification: We have detailed proof in Apendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.

17



• The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The results can be reproduced in released code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: We release the code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: We have detailed information in Experiment section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification:We do not include statistical significance.

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: We have this in Experiment section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
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• The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We follow the rules.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: We have this content in section 4.8.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: We algorithm will not generate harmful content directly.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.
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12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: We cite the source code, which is allowed by code author.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]

Justification: We do not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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