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Abstract

Large language models (LLMs) are one of the001
most rapidly developing areas of research in002
machine learning. To fine-tune LLMs to better003
align with user requests and values, reinforce-004
ment learning techniques based on human feed-005
back (RLHF) have been developed, allowing006
for the inclusion of negative as well as positive007
examples. An important domain for the appli-008
cation of large language models is the analysis009
and generation of source code. In this study, we010
investigated how modern RLHF algorithms can011
be applied to code generation using the Code-012
Contests problem set. The best results were013
achieved using the Proximal Policy Optimiza-014
tion algorithm, which significantly improves015
the supervised fine-tuning baseline, producing016
IotaCode model with 1.3 billion parameters017
that surpass the performance of the AlphaCode018
model with 9 billion parameters.019

1 Introduction020

In the realm of programming, the path to master-021

ing code development is not solely illuminated by022

correct solutions; rather, it is also shaped by the023

trials and errors inherent in the coding process. The024

educational value of errors, when systematically025

analyzed and corrected, cannot be overstated. This026

pedagogical perspective underpins the increasing027

application of Reinforcement Learning from Hu-028

man Feedback (RLHF) methodologies, particularly029

the Proximal Policy Optimization (PPO) algorithm,030

in training language models for code generation.031

These models are uniquely positioned to not only032

produce solutions but also learn from their own in-033

accuracies, thus mimicking a more authentic learn-034

ing experience akin to that of a human programmer.035

The efficacy of these models, particularly in their036

ability to learn from both successful outcomes and037

mistakes, hinges on the robustness of the "teacher"038

or reward model. This model is trained to distin-039

guish effective and flawed code by evaluating a040

wide array of coding attempts. Consequently, the 041

development of a capable teacher model requires 042

a substantial corpus of correct and incorrect code 043

samples. In this context, code contest platforms 044

emerge as invaluable resources. These platforms 045

are arenas where programmers continuously con- 046

tribute solutions to a myriad of problems, generat- 047

ing a rich dataset of both successful solutions and 048

common errors. 049

By leveraging such datasets, especially erro- 050

neous submissions, we can train more nuanced and 051

effective models. These models are adept at not 052

only identifying and rectifying errors, but also guid- 053

ing the learning process towards a more holistic un- 054

derstanding of coding practices. The overarching 055

goal is to refine the capabilities of language mod- 056

els so that they not only solve problems, but also 057

foster a deeper understanding and proficiency in 058

the programmer using them, thereby enhancing the 059

educational journey of learning through mistakes. 060

The contributions of this work are two-fold: 061

(i) we present a relatively small IotaCode1 1.3B 062

model for code generation which outperform Al- 063

phaCode 9B model on the hard test set of Code- 064

Contests and 065

(ii) we demonstrate that PPO algorithm with re- 066

ward model can be effectively applied to the code 067

generation domain, unlike in previous works, while 068

novel alignment algorithms show no improvement 069

over supervised fine-tuning. 070

2 Dataset 071

Data sources for this work include the CodeCon- 072

tests dataset (Li et al., 2022) and a collection of pub- 073

lic solutions from the Codeforces website, along 074

with metadata. CodeContests consists of texts 075

and solutions for 13,328 problems from several 076

1Traditionally the letter ι (reading “iota”) is associated
with something very small, since it is visually the smallest
letter in Greek aplhabet.
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sites (Aizu, AtCoder, CodeChef, Codeforces, Hack-077

erEarth). There are a total of 4.4 million correct078

solutions and 8.7 million incorrect solutions. The079

dump contains solutions for 6,998 problems from080

1,534 programming contests. The test set problems081

were excluded from the dump to ensure proper082

evaluation.083

Supervised fine-tuning requires data to be for-084

matted as prompt and completion pairs. In the085

context of generating programs, prompts are prob-086

lem statements and completions are solutions. To087

promote diversity, we mixed the CodeContests and088

dump data in approximately equal ratios, result-089

ing in a total of 1.2 million samples. The average090

sequence length is 1500 tokens. To save GPU mem-091

ory and eliminate outliers, we only kept samples092

shorter than 4000 tokens, corresponding to the 99th093

percentile.094

Alignment algorithms require data to be format-095

ted as triplets consisting of a prompt, a preferred096

completion, and a dispreferred completion. There-097

fore, the CodeContests dataset is a natural choice098

due to the presence of incorrect solutions. Preferred099

completions are those with an “OK” verdict, while100

all other completions are considered dispreferred.101

We tested two strategies for collecting triplets: the102

first was to select solutions closest in terms of Lev-103

enshtein distance, and the second was to simply104

assign a random wrong solution to each correct105

one. We did not observe significant differences be-106

tween these two approaches. Therefore, we mixed107

random and closest negatives, resulting in a total108

of 2 million triplets.109

3 Method110

Traditionally, the alignment of language mod-111

els (Christiano et al., 2017) is based on the training112

objective, specified as:113

max
πθ

Ex∼D,y∼πθ(y|x)114 [
rϕ(x, y)

]
− βDKL

[
πθ(y|x)||πref(y|x)

]
, (1)115

where D is the training dataset, x is the prompt, y is116

the completion, πθ is the policy (language model)117

being optimized, and rϕ(x, y) is the scalar output118

of the reward model for prompt x and completion119

y, πref is the reference model (usually obtained by120

supervised fine-tuning pre-trained LLM).121

Conventionally (Ouyang et al., 2022), the opti-122

mization of the objective 1 is handled by reinforce-123

ment learning, especially by the Proximal Policy124

Optimization (PPO) (Schulman et al., 2017) algo- 125

rithm. PPO is an on-policy actor-critic reinforce- 126

ment learning algorithm, designed to prevent large, 127

destabilizing changes, ensuring smoother training 128

by using a clipped surrogate objective. At first a 129

reward model (RM) is trained to match human pref- 130

erences on a dataset of ranked response pairs by 131

optimizing the log likelihood of a Bradley-Terry 132

model (Bradley and Terry, 1952) 133

min
ϕ

−E(x,yw,yl)∼D [log σ(rϕ(x, yw)− rϕ(x, yl))] ,

(2) 134

where yw and yl are preferred and unpreffered 135

responses respectively. Afterwards, the LLM is 136

trained to generate responses maximizing the RM’s 137

values. 138

Despite these successes, reinforcement learning 139

algorithms face inherent limitations such as ineffi- 140

ciency, instability, extensive resource requirements, 141

and complex hyperparameter tuning, which can im- 142

pede the performance and scalability of LLMs. To 143

overcome these challenges, recent studies have in- 144

troduced various variants of RL-free methods that 145

do not rely on PPO. 146

A recent development by Direct Preference Op- 147

timization (Rafailov et al., 2023) introduced an 148

RL-free approach aimed at aligning a policy model 149

by optimizing the likelihood of the preferred and 150

unpreferred responses. The DPO loss function is 151

mathematically articulated in Equation 3 as fol- 152

lows: 153

LDPO(πθ;πref) = −E(x,yw,yl)∼D 154[
log σ

(
β log

πθ(yw|x)
πref(yw|x)

− β log
πθ(yl|x)
πref(yl|x)

)]
.

(3)

155

Despite DPO being more stable and easier to im- 156

plement than PPO, it still requires separate super- 157

vised fine-tuning phase and calling reference model 158

during training. Addressing these limitations an 159

even simpler approach named Odds Ratio Prefer- 160

ence Optimization (ORPO) (Hong et al., 2024) was 161

introduced, which efficiently penalizes the model 162

from learning undesired generation styles during 163

SFT by adding odd ratio penalty term to the lan- 164

guage modelling loss. 165

Loss function is formulated as follows: 166

LORPO = E(x,yw,yl)∼D[LSFT + λLOR], (4) 167

where 168

LOR = − log σ

(
log

oddsθ(yw|x)
oddsθ(yl|x)

)
, (5) 169
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where LSFT is standard supervised loss (Eq. 7) and170

oddsθ(y|x) =
pθ(y|x)

1− pθ(y|x)
. (6)171

4 Experiments172

For our experiments, we use DeepSeek Coder173

1.3B (Guo et al., 2024) as the base model. This174

model is a transformer decoder-only architecture,175

pretrained on a large corpus of code and natural176

language.177

SFT First phase is supervied fine-tuning (SFT),178

where the model is trained to generate correct so-179

lution by optimizing standard language modelling180

loss:181

LSFT =
∑
i

log pθ(yi|x, y<i), (7)182

where yi refers to i-th solution token, x is prompt183

(problem text), y<i are tokens before yi.184

Due to the high sequence length (4000 max),185

the batch size was set to 1, and gradients were186

accumulated over 4 steps. Considering parallelism187

and gradient accumulation, the effective batch size188

was 8. AdamW (Loshchilov and Hutter, 2018) was189

used for optimization with a learning rate of 1e-4,190

a cosine annealing decay schedule (Loshchilov and191

Hutter, 2016), and 5000 linear warm-up steps.192

DPO Fine-tuning all parameters with DPO sig-193

nificantly degraded the model’s performance. To194

introduce additional regularization into the training195

process, we used LoRA (Hu et al., 2021) with a196

rank of 32, applied to all layers except the embed-197

ding layer. It is worth noting that using LoRA dur-198

ing DPO significantly reduces memory consump-199

tion, as there is no need to keep a separate reference200

model in memory, one can simply disable adapter201

parameters during forward pass. For greater sta-202

bility, in accordance with the original paper, the203

effective batch size was increased to 64, the learn-204

ing rate was set to 1e-6, and β was set to 1.0. The205

remaining parameters were the same as in SFT206

training.207

ORPO ORPO training hyperparameters are sim-208

ilar to DPO, excepting β = 0.1.209

Reward Model Training The reward model210

plays a crucial role by assessing the relative quality211

of generated code, which is central to our training212

approach. Training this model presents unique chal-213

lenges, especially in the context of programming214

contests:215

• Challenge of Plateauing: During the training 216

phase, we observed a plateau in the loss and 217

performance metrics, as the model struggled 218

to differentiate effectively between higher and 219

lower quality solutions. 220

• Domain Adaptation Strategy: To address 221

this, a domain adaptation approach was 222

adopted by pretraining the reward model in a 223

language modeling setup using code contest 224

data. This strategy helped prevent plateau- 225

ing by acquainting the model with the typi- 226

cal structures and logic found in contest prob- 227

lems. 228

• Training Details: The model was trained 229

with a learning rate of 1.4×10−5 over a single 230

epoch, using a dataset comprising 2,000,000 231

samples, ensuring robust assessment capabili- 232

ties. 233

PPO Proximal Policy Optimization is utilized 234

to iteratively refine the policy model based on the 235

feedback from the reward model. This method is 236

designed to enhance the policy’s ability to gener- 237

ate higher-quality code by aligning it more closely 238

with the reward evaluations. Training with PPO 239

involves: 240

• LoRA Adapters: Low-Rank Adapters 241

(LoRA) are utilized to restrict the model’s 242

flexibility, thus maintaining control over the 243

learning process and preventing overfitting. 244

LoRA is applied with a rank of 32 to all layers 245

except the embedding layer. 246

• Training Details: The effective batch size is 247

set to 28, with a learning rate of 1.4×10−5. A 248

cosine annealing decay schedule is used, with 249

training conducted over 10 epochs given the 250

dataset’s size of about 8,000 unique problems. 251

Evaluation The problems in CodeForces compe- 252

titions are significantly more challenging than those 253

in HumanEval (Chen et al., 2021) or MBPP (Austin 254

et al., 2021), requiring the recognition and use of 255

non-trivial algorithms. Therefore, following the 256

approach of AlphaCode (Li et al., 2022), we gener- 257

ate 1,000 solutions for each problem. The test set 258

of the CodeContests dataset consists of 165 prob- 259

lems, each with 2-3 public tests and 200 private 260

tests. For efficient generation of a large number of 261

solutions, we use the VLLM server2 with PagedAt- 262

tention (Kwon et al., 2023) support and automatic 263

2https://github.com/vllm-project/vllm
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# solved
problems

compile
rate

AlphaCode 9B 24
AlphaCode 1B 20
DeepSeek 1.3B-instruct 15
SFT 21 78.7
SFT + DPO 21 78.8
SFT + ORPO 21 77.3
SFT + PPO 25 40.3

Table 1: Performance on the CodeContests test split
having 165 problems.

batching of asynchronous requests. This setup al-264

lows us to generate 165,000 solutions with a 1.3B265

model in approximately 30 hours.266

The results are presented in Table 1. Reward-267

free algorithms DPO and ORPO did not improve268

the model’s performance. The best results were269

achieved by the model trained with PPO, which270

successfully solved 4 more problems than the SFT271

model and surpassed the performance of the Al-272

phaCode 9B model, despite having 7 times fewer273

parameters. We believe that the superiority of PPO274

in generating solutions for algorithmic problems is275

due to PPO being an online algorithm, unlike DPO276

and ORPO. We leave the theoretical explanation of277

this observation for future work.278

5 Related Work279

Initial experiments with large language models like280

GPT-Neo (Black et al., 2022) and GPT-J (Wang281

and Komatsuzaki, 2021) revealed that incorporat-282

ing code into the training data enables program283

synthesis, even with medium-sized models. Con-284

currently, specialized models aimed at code com-285

prehension and program synthesis from natural lan-286

guage prompts have been developed. These in-287

clude CodeBERT (Feng et al., 2020), GraphCode-288

BERT (Guo et al., 2021), Codex (Chen et al., 2021),289

CodeT5 (Wang et al., 2021), UnixCoder (Guo290

et al., 2022), CodeGen (Nijkamp et al., 2023), Star-291

Coder (Lozhkov et al., 2024), and phi-1 (Gunasekar292

et al., 2023). AlphaCode (Li et al., 2022) demon-293

strated the ability of language models to efficiently294

solve even competitive level coding problems.295

Source code can be evaluated in terms of func-296

tional correctness and compilability. CodeRL (Le297

et al., 2022) and PPOCoder (Shojaee et al., 2023)298

use actor-critic deep reinforcement learning to di-299

rectly optimize these aspects by running generated300

code against test cases. 301

6 Conclusion 302

This study presented a comprehensive examination 303

of the application of reinforcement learning with 304

human feedback (RLHF) algorithms to the field 305

of code generation, focusing on the challenges of 306

programming contests. We specifically explored 307

how the Proximal Policy Optimization (PPO) al- 308

gorithm can be utilized to enhance the capabili- 309

ties of large language models in generating code 310

that aligns more closely with human expert per- 311

formance. The experimental results demonstrate 312

that integrating feedback mechanisms through the 313

reward model substantially improves the model’s 314

ability to generate viable code solutions, ultimately 315

surpassing traditional supervised learning methods. 316

In contrast, novel reward-free algorithms DPO and 317

ORPO show no improvement over SFT. 318

The findings suggest that the careful integration 319

of reinforcement learning techniques can lead to 320

significant advancements in the performance of 321

models designed for code generation. Moreover, 322

the study highlights the potential of combining var- 323

ious training paradigms to overcome inherent limi- 324

tations in each method, thereby setting a new stan- 325

dard for model training in applied AI fields. 326

7 Limitations 327

Despite the successes reported, this study acknowl- 328

edges several limitations that warrant considera- 329

tion: 330

• Resource Intensity: The training methodolo- 331

gies employed, particularly PPO and the use 332

of reward models, are resource-intensive, re- 333

quiring substantial computational power and 334

data, which might not be feasible in all re- 335

search or practical contexts. 336

• Generalizability: While the results are 337

promising within the scope of programming 338

contests, the generalizability of these models 339

to other domains of code generation or dif- 340

ferent programming languages has not been 341

thoroughly explored. 342

• Dependency on Quality Data: The perfor- 343

mance of the models heavily relies on the 344

availability and quality of the training data. In 345

environments where high-quality or domain- 346

specific data is scarce, the models’ effective- 347

ness could be significantly diminished. 348
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• Complexity in Implementation: The imple-349

mentation of combined training approaches,350

such as integrating LoRA with PPO, intro-351

duces complexity that can increase the diffi-352

culty of model tuning and maintenance.353

• Potential for Overfitting: There is a risk of354

overfitting when fine-tuning with highly spe-355

cific data sets such as those from code con-356

tests, potentially limiting the model’s perfor-357

mance on novel or unseen problems.358

Future work will aim to address these limitations359

by exploring more efficient training algorithms, ex-360

panding the applicability of models to a broader361

range of programming tasks, and enhancing the362

models’ ability to generalize from limited or noisy363

data. Additionally, efforts will be made to stream-364

line model architectures to reduce resource con-365

sumption without compromising the quality of the366

generated code.367
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