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Abstract

Despite advances in Emotional Intelligence
(EI), Large Language Models (LLMs) still sig-
nificantly underperform humans in complex
emotional reasoning. This gap originates partly
from the limited incorporation of individual dif-
ferences, particularly personality traits, which
are fundamental to human emotional inference.
To address this, we propose PTEI, a novel
framework for integrating Personality Traits
into Emotional Intelligence tasks using LLMs.
In PTEIL, MBTI and OCEAN personality traits
are first extracted directly from the given emo-
tional scenarios and then utilized as contextual
knowledge within personality-aware prompts,
guiding LLMs to accurately infer emotions and
their underlying causes. To ensure optimal
contextual grounding, we employ Contrastive
Learning to construct an optimized retrieval
system that surfaces emotionally and personally
aligned scenarios, enhancing reasoning quality.
Extensive experiments on established EI bench-
marks show that PTEI enhances Emotional Un-
derstanding (EU) capabilities of various LLMs
in EI, with the strongest improvement observed
in GPT models, where combining PTEI with
Chain-of-Thought (CoT) reasoning yields an
additional 4% increase in accuracy. These find-
ings underscore PTEI’s contribution toward ad-
vancing Al systems with more sophisticated
social and psychological grounding.

1 Introduction

Emotional intelligence (EI), the ability to perceive,
understand, regulate, and express emotions, is es-
sential for effective communication, social inter-
action, and decision making (Salovey and Mayer,
1990; Goleman, 1996; Hess and Bacigalupo, 2011).
As Large Language Models (LLMs) are increas-
ingly deployed in human-facing applications, there
is growing interest in evaluating and improving
their emotional capabilities (Wang et al., 2023).
While recent studies show that models like GPT-4

An Emotional Underestanding Scenario

It was the day of the school's talent competition. Backstage, Sara, who was
performing her stand-up comedy show, felt like she had prepared a good
sketch for her act and only needed one last rehearsal. So she started pacing
back and forth while mumbling words

(a)
Categoty: Visual Cues Sara's Personality
Traits @
What emotion would Sara feel in this situation?
1-Hopeful 2-Embarrassment 3-Nervousness
4-Joy 5-Annoyance 6-Guilt
Why would Sara feel {emotions} in this situation?
1- She is expecting her friends to arrive
2- She feels well prepared for the competition
3- She is trying a new comedy sketch that she
hasn't tried before
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Figure 1: Illustration of PTEI’s impact on emotional
inference in LLMs. (a) An emotionally ambiguous sce-
nario featuring Sara. (b) The LLM’s task: a multiple-
choice question asks for both Sara’s emotion and its
underlying cause. (c) Personality traits extracted infor-
mation for Sara. (d) Baseline LLM prediction without
personality knowledge misinterprets Sara’s structured
behavior as nervousness. (e) Our PTEI framework in-
fers the emotion as hopeful, leveraging psychological
context to explain her behavior as confident preparation.

can perform well on tasks such as emotional aware-
ness and understanding (Elyoseph et al., 2023),
their abilities remain limited, particularly in sce-
narios involving implicit emotional situations or
subjective interpretation (Maruf et al., 2024). This
presents an ongoing challenge in Natural Language
processing (NLP): enabling LLMs to reliably inter-
pret and reason about human emotions in context.
Enhancing EI in LLMs is therefore critical for more
natural and effective human-Al collaboration.

Recent EI benchmarks such as EQ-
Bench (Paech, 2023) and EmoBench (Sabour



et al., 2024) offer structured evaluations of LLMs’
El but they still struggle with complex aspects
such as emotional reasoning, regulation, and
application in ambiguous social contexts. While
these benchmarks represent an important step
forward, a key limitation is their lack of personal
context; they overlook individual characteristics
such as personality traits, which are known
to significantly shape emotional inference and
behavior (Robinson and Clore, 2002; Sap et al.,
2022). In psychology, personality traits refer
to enduring individual differences in patterns
of thinking, feeling, and behaving, as described
by trait theory (McCrae and Costa, 1997). This
gap reflects an issue in how LLMs are typically
prompted or fine-tuned for EI tasks such as
Emotional Understanding (EU): most current
methodologies operate without incorporating
sufficient personal context and tend to treat all
emotional scenarios as one-size-fits-all. Hence,
EI evaluations often remain surface-level and fail
to capture the individualized, psychologically
grounded reasoning required for real-world EU, as
illustrated in Figure 1.

Personality has long been recognized as a crit-
ical factor in shaping emotional perception and
behavior (McCrae and John, 1992; Myers, 1987).
In humans, individual differences in traits such as
openness, neuroticism, or extraversion are corre-
lated with how emotions are interpreted, regulated,
and expressed (Izard et al., 1993). Recent work has
shown that LLMs can exhibit consistent and mea-
surable personality traits in their responses, and
these traits can be shaped and aligned with desired
profiles (Safdari et al., 2023). Despite extensive re-
search on personality prediction from text (Stajner
and Yenikent, 2020; Mehta et al., 2020; Amirhos-
seini and Kazemian, 2020; Sorokovikova et al.,
2024), most existing studies have either focused
speaker characteristic for emotion recognition (Fu
et al., 2025) or explored the interaction between
personality and emotion in narrow settings rely-
ing on a single framework (e.g., OCEAN (McCrae
and John, 1992), MBTI (Myers, 1987)) and rarely
addressing EI as a broader construct (Wang et al.,
2024). Thus, the role of personality traits in enhanc-
ing the EI of LLMs remains largely underexplored.

This paper proposes PTEI (Personality Traits
in Emotional Intelligence), a novel framework
to systematically integrates OCEAN and MBTI
personality traits to enhance EI in LLMs. PTEI
extracts individual personality traits directly from

textual scenarios and leverages this information
through personality-aware prompting to improve
emotion and cause prediction. Additionally, PTEI
employs a Contrastive Learning-based embedding
method and a retrieval mechanism to identify emo-
tionally and personally similar scenarios, which
helps ground the model’s reasoning in psychologi-
cally aligned examples and improves its contextual
sensitivity. Our approach specifically targets im-
plicit and ambiguous emotional scenarios, signif-
icantly improving LLMs’ capabilities in EI tasks
and promoting more psychologically grounded in-
ference strategies.
In summary, our contributions are as follows:

* We propose PTEI, first comprehensive frame-
work utilizing MBTI and OCEAN personality
traits into EU tasks for LLMs, addressing both
type and trait theories of personality.

* We design an efficient, personality detection
module that leverages structured few-shot
prompting to infer MBTI and OCEAN traits
and incorporates this knowledge into cus-
tomized prompts for emotion and cause pre-
diction.

* We construct a synthetic memory bank of sim-
ilar EU scenarios to the EI benchmark and
enriched it with fine-grained personality anno-
tations. We also introduce a personality-aware
Contrastive Learning (CL) objective to struc-
ture the scenario embedding space, enabling
more effective retrieval of emotionally and
personally aligned examples to support con-
textual reasoning in our few-shot setup.

* We demonstrate that integrating personal-
ity traits via few-shot and Chain-of-Thought
(CoT) prompting enhances EI in LL.Ms, con-
sistently outperforming personality-agnostic
baselines and substantially narrowing the per-
formance gap to human-level inference on
challenging EI benchmarks.

2 Related Work
2.1 Personality-based Methods

Analyzing personality traits from a psychologi-
cal perspective plays a crucial role in understand-
ing and predicting human behavior and emotions.
Among the various models, the Big Five per-
sonality framework (known as OCEAN), encom-
passing Openness, Conscientiousness, Extraver-



sion, Agreeableness, and Neuroticism (McCrae and
John, 1992), and the Myers-Briggs Type Indicator
(MBTI), based on four categories: Introversion ver-
sus Extraversion, Sensing vs Intuition, Thinking vs
Feeling, and Judging vs Perceiving (Myers, 1987),
are two of the most widely used approaches for
characterizing individual personality profiles.

Personality prediction from text has emerged as a
prominent task in NLP (Stajner and Yenikent, 2020;
Mehta et al., 2020; Amirhosseini and Kazemian,
2020). Extensive research has focused on enhanc-
ing the detection of personality traits in human-
generated text using LLMs (Sorokovikova et al.,
2024). For example, PADO (Yeo et al., 2025) in-
troduces personality-induced agents that estimate
OCEAN trait levels by using GPT-40 and LLaMA3-
8B. Similarly, PsyCoT (Yang et al., 2023) employs
LLMs as Al assistants, utilizing a CoT approach
based on specially designed questionnaires to fa-
cilitate personality inference. Beyond identifying
personality traits, it is crucial to understand their
interplay with other cognitive functions, such as
emotional processing, which is central to our work.

Emotion features have been shown to enhance
personality prediction performance in LLMs (Li
et al., 2025, 2022), while personality traits them-
selves serve as valuable features for emotion recog-
nition, particularly in conversational scenarios;
LaERC-S (Fu et al., 2025) exploits speaker char-
acteristics to improve emotion prediction in dia-
logue and ERC-DP (Wang et al., 2024) proposes
a dynamic personality detection module that ex-
tracts OCEAN traits of a speaker from conversa-
tions rather than assuming static traits, thereby im-
proving conversational emotion recognition.

While prior work explores the interplay between
emotions and personality and are often focus on ei-
ther OCEAN or MBTI, we examine their combined
impact on recognizing implicit emotional expres-
sions, enabling more nuanced emotional inference
through a fuller psychological profile.

2.2 Emotional Intelligence (EI)

El, the ability to recognize, understand, and reg-
ulate emotions, is key in psychology and so-
cial computing (Salovey and Mayer, 1990). As
LLMs enter emotionally sensitive domains, EI has
gained prominence in Al. Early work (Schuller and
Schuller, 2018) identified emotion recognition, gen-
eration, and augmentation as pillars of Artificial
Emotional Intelligence (AEI).

LLMs have achieved high performance on

emotion-related tasks in practical domains, such as
emotion-cause pair extraction using CoT prompt-
ing (Wu et al., 2024), and emotionally supportive
dialogue generation via explicit strategy model-
ing (Wan et al., 2025). Despite these promising
results, rigorous evaluation of emotional reasoning
in LL.Ms has remained limited. Recent EI bench-
marks like EmoBench (Sabour et al., 2024) and
EQ-Bench (Paech, 2023) were developed to assess
deeper EI capabilities such as EU, management,
and social reasoning, thus these benchmarks show
LLMs lag behind humans on EI tasks.

However, existing EI benchmarks and systems
often treat EI as a generic skill, overlooking
individual-level factors that shape emotional re-
sponses. Personality traits, as defined by OCEAN
and MBTI, are crucial in how emotions are per-
ceived, interpreted, and expressed, yet remain un-
derutilized in current LLM-based EI evaluations.
We address this gap by introducing a personality-
aware framework that promotes more personalized
and psychologically grounded emotional reasoning.
To enhance contextual grounding, we employ CL
to build a retrieval system that surfaces emotionally
and personally aligned scenarios.

3 Methodology

3.1 Problem Definition

Given a dataset of EU scenarios & =
{s1, 82, ..., SN}, each scenario s; is a natural lan-
guage description involving a subject a; who expe-
riences one or more emotions in a specific context.
The task is to infer the pair (é;,7;) € € X R, where
é; denotes the predicted emotion label from a pre-
defined set of emotion categories £ (e.g., grateful,
anxious, frustrated) and 7; denotes the correspond-
ing predicted cause or trigger. Each scenario is also
assigned a category label ¢; € C, specifying the
reasoning type required for interpretation.

Our key innovation is conditioning inference on
personality traits. The objective is to learn a func-
tion fgy where P(s;,a;) = (M;, O;) represent the
personality profile for the subject a; in scenario s;,
M; is the MBTI type and O; is the OCEAN profile.

fer @ (8iyai, P(ag)) v (&5, 74) 1)

Function fg; maps a scenario s; with subject a; and
its associated subject’s personality profile P(a;)
to its corresponding emotion-cause pair through
context-aware and personality-informed reasoning.
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Figure 2: PTEI system architecture. First, the personality detection module extracts personality traits for both
memory bank and test scenarios. Then, the memory bank scenarios are encoded and used in a Contrastive Learning
setup to generate the contrastive embedding library [blue arrow]. For each test case, its encoded representation is
used to retrieve similar scenarios from contrastive embedding [green arrow]. Finally, the test scenario is combined
with its personality traits and the retrieved examples to evaluate PTEI’s framework [yellow arrow].

3.2 Architecture Overview

Figure 2 illustrates the overall architecture of our
proposed PTEI framework. The system is designed
to improve EI in LLMs by systematically incor-
porating psychological and contextual signals. It
consists of 3 primary components: (1) a personality
detection module, (2) CL for embedding optimiza-
tion and (3) scenario retrieval and final inference.
The pipeline begins by inferring the subject’s per-
sonality traits P(a;) (both OCEAN and MBTI)
from input scenarios, which are used to construct
personality-aware prompts for the final inference
LLM. Moreover, a CL module optimizes the sce-
nario embedding space from a memory bank by
aligning similar emotion/personality pairs and sep-
arating dissimilar ones. In parallel, top-k similar
scenarios are retrieved to support our base and CoT
prompting setup. Finally, these components feed
into an LLM that performs joint emotion and cause
prediction, enabling the model to reason across
diverse and psychologically grounded contexts.

3.3 Memory Bank Construction

To support few-shot learning and enrich EU via
contextual analogies, we construct a memory bank
B of Ng = 500 diverse EU scenarios, each an-
notated with an emotion label, its corresponding
cause, and inferred personality traits. These in-
stances are synthesized using a GPT-4 model (Ope-
nAl, 2023) inspired by EmoBench EU test cases
scenarios and structure, as manual creation is costly
and requires expert annotation (see Appendix A).

We define the memory bank B as:
B = {(Sz’,ai,eiﬂ”up(ai))}fvfl (2)

where s; is a generated scenario, a; is the subject,
e; denotes emotion labels, r; denotes cause labels,
and P(a;) denotes personality profile extracted for
the subject a; in the scenario using the personal-
ity detection module. This memory bank B serves
as a reference library from which top-%£ similar
examples are retrieved based on proximity in the
personality-aware embedding space to a given test
scenario. The retrieved examples Sieyieveq are then
used to construct few-shot prompts, enabling the
LLM to perform personality-aware emotional in-
ference with improved contextual grounding.

Sreieved(55) = { (85, a5, 65,75, P(a;))Yi_;  (3)

More results of the memory bank analysis are
available in Appendix B.

3.4 Personality Detection Module

To provide structured psychological context for
each EU scenario, we implement a personality de-
tection module that infers both MBTI and OCEAN
profiles directly from scenario text s;. For subject
a; in s;, the module outputs: (1) an MBTI type
M; € MwupT1, where My is a set of 16 Myers-
Briggs personality types (Myers, 1987), and (2)
a set of Big Five (OCEAN) trait levels (McCrae
and John, 1992) o; = {01(»1), s 055)}, where each
05‘7) € {low, medium, high}.

We adopt a prompt-based annotation strategy us-
ing GPT-40-mini, where each prompt is designed



to elicit structured MBTI and OCEAN predictions
based on the subject’s inferred behavior and contex-
tual cues in the scenario. This approach allows for
efficient and scalable personality annotation with-
out requiring manually labeled personality data for
every scenario. Full prompt templates and exam-
ples are provided in Appendix C.1.

3.5 Personality-Aware Contrastive Learning

To enhance the ability of our framework to under-
stand and reason about emotions within individual
psychological contexts, we propose a personality-
aware contrastive learning approach. It learns a
robust scenario embedding space E : s — z € R?
such that scenarios are embedded based on both
emotional content and personality traits.

Pair construction. We construct positive and
negative pairs from our memory bank B. Given
a pair of scenarios ((s;,a;), (s5,a;)):

* Positive pair: if their emotion labels match
(e;i = e;) and their personality profiles
are similar (Spersonatity (P (ai), P(a;)) > 65),
where the similarity threshold 6; = 0.7.

* Negative pair: if their emotion labels dif-
fer (e; # e;) or they share the same emo-
tion label but have dissimilar personalities
(Spersonality(P(ai)7P(aj)) < Hd), with dis-
similarity threshold 6; = 0.3.

Personality similarity metric. To quantify per-
sonality similarity Sps = Spersonatity (P1, P2) be-
tween two profiles P, = (M;,0;) and P, =
(M3, O2), we use the following composite metric:

Sps = a-SmpTi(M1, M)+ (1—a)-Socean (01, O2)
4)
where o« balances the influence of MBTI and
OCEAN similarities (default o = 0.5). SumgTr iS
computed as the fraction of matching MBTI dimen-
sions, and Socgan is the cosine similarity between
trait vectors, with each trait mapped to a numeric
scale: high = 1.0, medium = 0.5, and low = 0.0.

Contrastive training. Scenarios are encoded
into vector representations using a pretrained sen-
tence encoder (all-mpnet-base-v2!) from the
SentenceTransformers library to generate seman-
tically and personally aligned embeddings from
our training data in the memory bank. (Reimers

1https://www.sbert.net/docs/pretrained_models.
html

and Gurevych, 2019). We fine-tune the encoder on
scenario pairs using a contrastive objective, normal-
ized temperature-scaled cross-entropy (NT-Xent)
loss (Chen et al., 2020):

o oxp(sim(i,j)/7)
Sl exp(sim(i, k) /7)
Here, sim(%, j) is the cosine similarity between pos-

itive pair embeddings, and 7 (typically 0.07) is the
temperature hyperparameter.

)

Ecomrastive = -

Scenario retrieval. After training, the learned
embedding space enables efficient retrieval of psy-
chologically aligned examples through k-nearest
neighbor (KNN) search (Johnson et al., 2021) at
inference. These retrieved examples are then in-
corporated into few-shot prompts to enhance the
personality-aware EU capability of the framework.

4 Experiments

4.1 Experimental Setup

All experiments were conducted using an NVIDIA
A100 GPU with 40GB VRAM. We used a com-
bination of open and closed source LLMs, includ-
ing GPT-4 (OpenAl, 2023), LLaMA-3 (Grattafiori
et al., 2024), and Qwen (Bai et al., 2023), accessed
through API interfaces.

For the contrastive learning module (Sec-
tion 3.5), we fine-tuned a sentence encoder with a
lightweight projection head using the NT-Xent loss
(7 = 0.07). Scenario pairs were sampled from our
personality-enriched memory bank B (Section 3.3),
with o = 0.5, a positive similarity threshold =
0.7 and a negative threshold = 0.3. We trained the
model with a batch size of 32, using the Adam op-
timizer (learning rate = 2e-5), selecting the check-
point with the best validation retrieval accuracy.

4.2 Dataset

We primarily evaluated our PTEI framework on
the EmoBench benchmark (Sabour et al., 2024).
EmoBench features emotionally complex scenarios
for EU and Emotional Application (EA) tasks. We
use 200 English multiple-choice scenarios from
the EU task, selected for their focus on inferring
emotions and causes from rich textual descriptions.
Each scenario includes two questions: one on the
subject’s primary emotion and another on its cause.
To support few-shot prompting and retrieval, we
also generated 500 synthetic scenarios using GPT-
4 (Section 3.3). These synthetic examples were
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LLM Method | CE  PBE  PT EC | Emotion Cause Overall
Base 2806 2188 1642 2857 | 2913 5738 225

Qwen-7B PTEL-Base | 29.591 23211 16791 27.68, | 30.501 57.751 2325t
wen- CoT 2551 2188 1667 2679 | 2963 5513 2138
PTELI-CoT | 23.98) 20.09, 16.04] 2857t | 2925/ 5500, 20.88)

Base 1837 1473 1791 1429 | 2625 5337  16.62

Llama3 g | PTEFBase | 17861 16071 20150 1429 | 27121 54127 17.631
1B cot 1480 1429 970 982 | 2250 3475 1225
PTEL-CoT | 17.867 15.181 11947 10711 | 2425t 36.127 14.13}

Base 4694 3527 2612 3839 | 42.13  62.88  35.50

Owen-4p | PTEFBase | 47451 3527 27611 3839 | 42750 63381 3612
W CoT 4337 2545 2276 3393 | 4062 5812  30.12
PTEL-CoT | 49.497 29461 25757 38.391 | 45.007 60387 34.381

Base 78.57 4375 5522 7321 | 6363 7962 6025

- PTEL-Base | 73.47) 57.14% 5299 74.111 | 65501 80.75% 62.121
o CoT 69.90 5402 4925 7232 | 6250 7975  58.88
PTELI-CoT | 74497 58.041 55227 75.891 | 66.887 82387 63.621

Table 1: Evaluation results on the Emotional Understanding (EU) task across LLMs of different sizes. We compare
four prompting methods: Base (no personality or retrieval), PTEI-Base (personality-informed prompting), CoT
(standard chain-of-thought), and PTEI-CoT (our full framework combining personality, CoT, and retrieval). Results
cover four reasoning categories (CE, PBE, PT, EC), along with Emotion, Cause, and Overall accuracy. 1 and |
indicate PTEI changes relative to Base or CoT. Bold denotes the best score per model.

annotated with emotion labels, causes, and inferred
MBTI and OCEAN personality traits, forming a
personality-enriched memory bank B to improve
emotional reasoning during inference.

4.3 Baselines

To evaluate the effectiveness of PTEI framework,
we analyse across a selection of LLMs (see Sec-
tion 4.1). For each model, we implement two con-
figurations: PTEI-Base, which applies personality-
aware few-shot prompting using retrieved exam-
ples, and PTEI-CoT, which extends this with CoT
reasoning. We compare these with corresponding
non-personality-aware variants: Base (zero-shot)
and CoT (zero-shot with CoT), both of which ex-
clude personality conditioning. Our comparisons
include the best-performing LLMs from the bench-
mark as personality-agnostic baselines, represent-
ing small-scale (<14B), mid-scale (14B), and large-
scale (>14B) models, providing a robust reference
for quantifying the added value of incorporating
personality traits.

We evaluate across LLMs used in EmoBench,
including Qwen-7B and Qwen-14B. While GPT-
4 was reported as the best-performing model in
EmoBench, we conduct all experiments on GPT-
40, a more recent variant, to assess PTEI’s effec-
tiveness under current state-of-the-art conditions.

For LLaMA 3.1 8B, which was not originally
covered in Emobench, we replicate the benchmark

setup to generate our own Base and CoT results,
ensuring consistency. We then apply our pro-
posed personality-injected approach (PTEI-Base
and PTEI-CoT) to this model for direct perfor-
mance comparison.

5 Result and Analysis

In this section, we present a comprehensive evalu-
ation of the proposed PTEI framework through a
series of experiments, including main performance
results (Section 5.1), ablation studies (Section 5.2),
robustness analysis (Section 5.3), and qualitative
case studies (Section 5.4).

5.1

Table 1 presents evaluation results (accuracy) for
the EU task across various LLMs and prompting
configurations. GPT-40 achieves the highest com-
bined accuracy (63.62%) under the personality-
informed CoT configuration (PTEI-CoT), signifi-
cantly outperforming all other models. In contrast,
smaller models such as Qwen-7B and LLaMA3.1-
8B generally struggle to surpass majority-class
heuristics, particularly under standard zero-shot
or CoT prompting.

Notably, CoT prompting alone yields limited
or negative effects on smaller-scale models. For
instance, accuracy for LLaMA3.1-8B decreases no-
tably from the Base (16.62%) to CoT (12.25%).
This suggests constrained structured reasoning abil-

Main Results
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Setup GPT-40 Qwen7B Qwen14B LLaMA 3.1 8B
PTEI-Base (Zero-shot) ~ 59.44 20.63 33.11 16.82
PTEI-Base (Two-shot)  62.12 23.25 36.12 17.63
PTEI-CoT (Zero-shot) 59.20 16.28 31.87 13.79
PTEI-CoT (Two-shot) 63.62 20.88 34.38 14.13

Table 2: Robustness analysis of our method under differ-
ent shot settings. The table reports the overall average
accuracy (emotion + cause) for each LLM.

ities without sufficient grounding. However, inte-
grating personality context via PTEI-CoT con-
siderably enhances CoT effectiveness, particu-
larly for larger models such as GPT-40, which im-
proves by +3.3 points over its base and +4.7 points
over standard CoT.

Performance across the four EU categories:
Complex Emotions (CE), Personal Beliefs and
Experiences (PBE), Perspective-Taking (PT), and
Emotional Cues (EC), demonstrates that PT and
PBE scenarios consistently pose the greatest
challenges. These tasks demand reasoning about
mental states and personal beliefs. Conversely, sce-
narios categorized as CE and EC, which contain
more explicit emotional indicators, yield compara-
tively higher accuracy.

Lastly, model scale notably impacts perfor-
mance: larger models like GPT-40 not only
achieve higher baseline accuracy but also show
greater relative improvements from personality-
aware prompting. This emphasizes the synergy
between increased model capacity, structured rea-
soning (CoT), and psychologically grounded per-
sonality context in enhancing emotional reasoning
capabilities.

70
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Figure 3: Average accuracy for each LLM under dif-
ferent personality input configurations. Injecting both
MBTI and OCEAN traits leads to the highest perfor-
mance across models.

5.2 Ablation Study

To assess the impact of personality conditioning in
our framework, we perform an ablation study focus-
ing on the Personality Detection Module (Section
3.4). We evaluate four LLMs: GPT-40, Qwen-7B,
Owen-14B, and LLaMA 3.1-8B, under four per-
sonality input strategies: (1) no personality, (2)
MBTlI-only, (3) OCEAN-only, and (4) MBTI +
OCEAN (full PTEI). Each model is evaluated on
emotion and cause prediction, and we report the
average accuracy across both sub-tasks. To isolate
the effect of each personality trait type, we vary
the weighting parameter « in the personality sim-
ilarity function: o = 1.0 (MBTI-only), a = 0.0
(OCEAN-only), and a = 0.5 (combined). This
weighting influences both contrastive training (for
constructing scenario pairs) and retrieval during in-
ference. A higher o emphasizes MBTI alignment,
while a lower value emphasizes OCEAN-based
similarity.

As shown in Figure 3, incorporating personal-
ity information consistently improves performance
across all models compared to the no-personality
baseline. GPT-4o0 achieves the highest accuracy
with the combined MBTI+OCEAN setting, out-
performing the MBTI-only and no-personality se-
tups by +1.29% and +1.87%, respectively. Qwen-
14B similarly benefits from personality input, with
MBTI+OCEAN exceeding the OCEAN-only and
no-personality variants by +2.92% and +0.62%.
While MBTI-only and OCEAN-only settings yield
competitive results, the combined strategy consis-
tently leads to the best performance across mid-
and large-scale models.

5.3 Robustness Analysis

To evaluate the stability of model predictions, we
prompt each LLM three times per question and
apply majority voting over the responses. To miti-
gate sensitivity to answer ordering, we additionally
permute the multiple-choice options three times,
yielding four total permutations (original + 3). The
final accuracy is computed as the average over these
permutations, inspired by Emobench’s robustness
evaluation strategy.

We also test the consistency of our personality-
aware methods (PTEI-Base and PTEI-CoT) under
both zero-shot and two-shot prompting conditions
across all LLMs used in our system. As shown
in Table 2, the two-shot setup consistently leads
to better performance, demonstrating the benefit



Scenario (Category: Sentimental Value)

After her breakup, Helena did not want to be reminded of her ex. While cleaning up her room, she found pieces of a letter in the trash
and asked her mom about it. Her mom told her that the letter was from her ex, and she decided to tear it and throw it out

Base Model

PTEI-Base

PTEI-CoT

Sees “breakup”
Sees “mom threw out letter”
Assumes the letter might still hold
emotional value

MBTI: /SFJ — Nurturing, harmony-seeking, appreciates help.

OCEAN: Agreeableness: High, Neuroticism: Low — Emotionally

stable, less prone to overreaction

v

Seen as intrusive or violating
autonomy.
interprets as interference or boundary
violation

Emotion: Anger x
Cause: Her mom showed her
pieces of the old letter from

her ex x

Interprets Helena’s traits: calm,
family-oriented, appreciative of
caretaking
Doesn’t trace through the intent
behind the mother’s action

Emotion: Gratitude
Cause: Her mom showed her
pieces of the old letter from

her ex x

step-by-step reasoning:
- Helena is hurting post-breakup
- Her mom wants to shield her
- Helena interprets this as emotional
protection

Emotion: Gratitude
Cause: 'Her mom threw out
the letter from her ex to spare

her feelings

Figure 4: Case study comparison for GPT-40, showing how personality-aware prompting improves emotional

prediction accuracy.

of limited context augmentation across different
model scales.

5.4 Case Study: Qualitative analysis

To better understand the reasoning capabilities of
PTEI framework and the impact of personality con-
ditioning in emotional inference, we analyze a rep-
resentative scenario case, shown in Figure 4 involv-
ing a subject, "Helena’, who recently went through
a breakup and discovers that her mother has torn
up a letter from her ex. The emotional reasoning in
this scenario hinges on factors such as sentimental
value, perceived intrusion, and the emotional intent
behind the mother’s action.

Standard LLLMs without personality awareness
(e.g., Base models) tend to interpret this act as a
boundary violation, resulting in an incorrect emo-
tion label (Anger) and a cause that emphasizes in-
trusion. In contrast, our personality-aware mod-
els (PTEI-Base and PTEI-CoT) leverage Helena’s
inferred traits, ISFJ personality type, high Agree-
ableness, and low Neuroticism, to contextualize her
reaction as emotionally stable and family-oriented.
PTEI-CoT successfully traces the emotional moti-
vation behind the mother’s behavior: protecting her
daughter from painful memories. This step-by-step
reasoning yields the correct prediction of Gratitude
and an accurate cause aligned with the emotional
intent, not just a surface interpretation.

This example highlights how incorporating per-

sonality traits and structured reasoning enables the
model to interpret emotionally complex and am-
biguous situations more human-like, improving
both emotional accuracy and cause identification.

6 Conclusion

This paper addressed the challenge that current
LLMs face in handling complex EI tasks, partic-
ularly due to the neglect of critical psychological
variables such as personality traits. To bridge this
gap, we proposed PTEI a personality-aware emo-
tional inference framework that systematically in-
tegrates MBTI and OCEAN traits into EU scenar-
ios. Our method uses structured prompting for
personality detection, builds a synthetic memory
bank enriched with personality annotations, and
applies contrastive learning to optimize scenario
retrieval and inference. Experiments show that inte-
grating personality traits through few-shot and CoT
prompting significantly enhances LLMs’ emotion
and cause reasoning, outperforming personality-
agnostic baselines. Our contrastive learning ap-
proach shapes an embedding space sensitive to both
emotional content and psychological profiles, en-
abling more targeted contextual retrieval. These
results underscore the value of psychological mod-
eling for more human-aligned emotional reasoning.
Future work will extend PTEI to dynamic person-
ality and multi-turn EI tasks.



Limitations

While our PTEI framework demonstrates signif-
icant improvements in EU through personality-
aware reasoning, several limitations remain.

First, our experiments are limited to English-
language, text-based scenarios. Emotional re-
actions and personality interpretations may vary
across cultures and languages, which constrains the
generalizability of our framework to multilingual
or multimodal settings. Additionally, emotional
inference is inherently subjective. While we adopt
multiple-choice evaluation formats with predefined
correct answers, some scenarios may reasonably
allow for multiple plausible interpretations.

Second, due to the limited number of test cases
(200 EU scenarios) in the EmoBench benchmark,
the reported results may not fully capture the gener-
alizability and impact of our method across the full
spectrum of emotionally intelligent behavior. We
plan to expand our evaluation to a broader range of
benchmarks and real-world EI tasks in future work.

Third, despite careful prompt engineering for
personality-aware reasoning and CoT prompting,
model performance remains sensitive to prompt
phrasing and structure. The prompt templates used
may not be optimal for all LLM architectures or
tasks.

Finally, our use of MBTI and OCEAN frame-
works offers only a coarse approximation of per-
sonality. These static trait models do not capture
dynamic, context-sensitive aspects of personality.
Future work could explore adaptive or conversa-
tional personality modeling to more accurately re-
flect real-world psychological variability.

Ethical Statement

This work investigates the use of personality traits
to improve large language models’ (LLMs) rea-
soning about emotionally complex situations. We
emphasize that our framework, PTEI, focuses on
modeling perceived emotional intelligence through
structured prompts and retrieval-based reasoning,
rather than suggesting that LLMs possess gen-
uine emotions or self-awareness. The goal is to
study how personality knowledge can inform more
human-aligned predictions in emotion and cause
inference tasks.

While our method involves predicting MBTI and
OCEAN personality traits based on textual descrip-
tions, we do not use real user data, nor do we at-
tempt to profile individuals in real-world settings.

All personality information is synthetic and used
strictly for academic experimentation in controlled
benchmark scenarios.

We acknowledge that the use of personality mod-
eling in NLP may raise ethical concerns, partic-
ularly around privacy, profiling, and fairness in
downstream applications. Appropriate safeguards
must be ensured in future deployments, including
transparency, user consent, and bias auditing. Our
current system is intended solely for research pur-
poses, and we advocate for careful consideration
of the psychological and social implications when
applying similar methods in real-world contexts.
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A Human Evaluation

To evaluate the quality of the generated scenarios
used in our memory bank for contrastive learning
and few-shot retrieval, we conducted a human as-
sessment on a randomly selected 10% subset span-
ning various scenario categories. Human annota-
tors assessed each scenario based on three criteria:
(1) the overall coherence and realism of the narra-
tive, (2) the alignment between the scenario and its
assigned category (e.g., mixture of emotions, false
belief), and (3) the appropriateness and clarity of
the annotated emotion and cause labels in context.

The evaluation results indicate that the gener-
ated scenarios are generally well-formed and ex-
hibit high semantic alignment with their designated
categories. Annotators showed strong agreement
with the original emotion and cause labels, support-
ing the use of the memory bank as a high-quality
resource for retrieval-based prompting.

For the EmoBench test set used in the final evalu-
ation, we rely on the gold-standard labels provided
by the original benchmark authors. These labels for
both emotion and cause were validated by human
experts, as documented in the benchmark release.

B Memory Bank Analysis

B.1 Emotion Label Distribution

We analyzed the normalized distribution of emo-
tions of the memory bank. Labels were grouped
into high-level categories and split if mixed.

B.2 Emotion-Personality Correlation

We computed Pearson correlations between normal-
ized emotion categories and personality traits using
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both MBTI and OCEAN frameworks. Emotion
labels were one-hot encoded, and personality traits
were encoded either as binary (MBTI) or ordinal
(OCEAN).

MBTI Correlation: Each of the 16 standard
MBTI types (e.g., INFP, ESTJ) was represented as
a binary feature. We then calculated the Pearson
correlation between these types and each individual
emotion category. This analysis highlights patterns
such as higher emotional resonance of Joy with
ENFP and stronger ties between Apprehension and
ISFP types.

OCEAN Correlation: OCEAN traits were orig-
inally qualitative and mapped numerically: Low
=1, Medium = 2, High = 3. We computed corre-
lations between each trait and each emotion cate-
gory. For instance, Neuroticism shows a positive
correlation with emotions like Fear and Nervous-
ness, while Agreeableness aligns more strongly
with Trust and Caring emotions.

C Prompt Templates

This section outlines the prompt configurations
used in our PTEI framework. Prompts are grouped
by their corresponding modules.

C.1 Prompts for Personality Detection
Module

These prompts are used to infer personality traits
for each subject within the scenario.

* MBTI Personality Prompt: Table 3
* OCEAN Personality Prompt: Table 4

C.2 Prompts for EU Task

These prompts are designed to guide LLMs in pre-
dicting emotions and their causes for each scenario,
with or without step-by-step reasoning. They incor-
porate contextual retrieval and personality traits.

* PTEI-Base Prompt: Table 5

e PTEI-CoT Prompt: Table 6
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MBTI Personality Prompt Template (with 2-Shot Demonstrations)

You are a personality assessment expert trained to analyze behavioral patterns and assign MBTI personality types.

MBTI Dimensions:

— 1 vs. E: alone/quiet vs. social/active

— S vs. N: practical/details vs. abstract/ideas

— T vs. F: logic/objectivity vs. emotions/values

—J vs. P: structured/planned vs. flexible/spontaneous

Scenario Context:
Category: {category_name}
Explanation: {category_explanation}

Task: Analyze the scenario, infer the subject’s MBTI type, and explain the reasoning.

Input:
Scenario: {scenario}
Subject: {subject}

Expected Output (in JSON format):
{
"MBTI": "XXXX",
"Explanation”: "Reasoning based on traits observed in the scenario.”

3

Few-shot Examples:
Two illustrative demonstrations (scenario + subject + MBTI + explanation) are included before the test case to guide
prediction.

Table 3: MBTI prompt template with structured instructions and two-shot demonstration format.

OCEAN Personality Prompt Template (with 2-Shot Demonstrations)

You are a personality assessment expert trained to analyze behavioral patterns and assign OCEAN personality traits.

OCEAN Dimensions:

— Openness: curiosity, creativity, interest in new experiences
— Conscientiousness: organization, responsibility, reliability
— Extraversion: sociability, talkativeness, assertiveness

— Agreeableness: kindness, trust, cooperation

— Neuroticism: emotional instability, anxiety, moodiness

Scenario Context:
Category: {category_name}
Explanation: {category_explanation}

This context helps interpret how the subject expresses themselves and reacts emotionally.

Task: Read the scenario and predict the subject’s OCEAN traits. You should generate "Low", "Medium" or "High" for
each trait. Then explain the reasoning based on the observed behaviors.

Input:

Scenario: {scenario}

Subject: {subject}

Expected Output Format (JSON):

{

"Openness”: "High",

"Conscientiousness”: "Medium"”,

"Extraversion”: "Low",

"Agreeableness”: "High",

"Neuroticism”: "Medium”,

"Explanation”: "Brief justification of the above traits based on behavioral cues in the
scenario.”
}

Few-shot Examples:
Two example scenarios with annotated trait levels and explanations are included before the test case to guide prediction.

Table 4: OCEAN prompt template used for personality trait inference, including structured trait outputs, reasoning
explanation, and a two-shot demonstration format.
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PTEI-Base Prompt Template (with Memory Retrieval and Personality Context)

Instruction:

In this task, you are presented with a scenario, a question, and multiple choices. Please carefully
analyze the scenario and take the perspective of the individual involved.

Provide only one single correct answer to the question and respond only with the corresponding
letter. Do not provide explanations for your response.

Few-shot Memory Retrieval:

If retrieval is enabled, the prompt includes a few top-k scenarios retrieved from the memory bank. Each includes:

— Scenario description

— Annotated emotion and cause labels

— MBTI type

— OCEAN trait levels (High, Medium, Low)

Main Prompt Body (Emotion Task Example):

You are a personality and emotion analyst.

First, carefully read and understand the following similar situations. Pay attention to how the
individuals reacted emotionally, their causes, and their personalities.

{{Retrieved Scenarios}}

After analyzing these similar cases, consider the new situation below carefully.

Scenario: {{scenario}}

Personality Information: {{personality string}}

Question: What emotion(s) would {{subject}} ultimately feel in this situation?

Choices: A. ..., B. ..., C. ..., ...

Personality Context:

If available, the personality string is appended in the form:

...considering the MBTI personality is ESTJ and the levels of OCEAN personalities are Openness:
Medium, Conscientiousness: High, ..

Main Prompt Body (Cause Task Example):

Question: Why would {{subject}} feel {{emotion}} in this situation?

Table 5: PTEI-Base prompt template for emotion and cause prediction, incorporating memory-based retrieval and
structured personality conditioning (MBTI + OCEAN).
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PTEI-CoT Prompt Template (with Memory Retrieval, Personality, and Chain-of-Thought Reasoning)

Instruction:

In this task, you are presented with a scenario, a question, and multiple choices. Please carefully
pay close attention to the emotions and intentions. Analyze the scenario and take the perspective
of the individual involved. Reason step by step by exploring each option’s potential impact on
the individual(s) in question

Think step-by-step to identify the correct answer. Provide both the selected answer (as a single
letter) and a brief explanation justifying your choice.

Few-shot Memory Retrieval:

If retrieval is enabled, the prompt includes top-k examples from the memory bank. Each includes:

— Scenario description

— Annotated emotion and cause labels

— MBTI type

— OCEAN trait levels (High, Medium, Low)

Main Prompt Body (Emotion Task Example):

You are a personality and emotion analyst.

First, carefully read and understand the following similar situations. Pay attention to how the
individuals reacted emotionally, their causes, and their personalities.

{{Retrieved Scenarios}}

After analyzing these similar cases, consider the new situation below carefully.

Scenario: {{scenario}}

Personality Information: {{personality string}}

Question: What emotion(s) would {{subject}} ultimately feel in this situation?

Choices: A. ..., B. ..., C. ...,

Personality Context:

If provided, personality cues are appended:

...considering the MBTI personality is INFP and the levels of OCEAN personalities are Openness:
High, Conscientiousness: Medium,

Main Prompt Body (Cause Task Example):

Question: Why would {{subject}} feel {{emotion}} in this situation?

Expected Output Format:

Answer: B

Explanation: The subject is likely to feel this way because ... (based on emotional cues,
personality traits, and scenario context).

Table 6: PTEI-CoT prompt template for emotion and cause prediction, combining retrieval, personality traits, and
step-by-step reasoning. The model is expected to output both a selected answer and an explanation.
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