DEEP HYPERSPHERICAL DEFENSE AGAINST ADVERSARIAL PERTURBATIONS

Anonymous authors
Paper under double-blind review

ABSTRACT

Recent studies show that deep neural networks are extremely vulnerable to adversarial examples which are semantically indistinguishable from natural data and yet incorrectly classified. These adversarial examples are generated from the natural data by adding a small amount of adversarial perturbation. This paper tackles the adversarial attack problem with hyperspherical defense - a defense strategy that learns neural network over hyperspheres. The hyperspherical defense framework is well motivated by: (i) Learning on hyperspheres gives us bounded output, which may make the geometry of neural networks more smooth; (ii) Learning on hyperspheres could naturally eliminate some adversarial perturbations and reduce the effect of adversarial perturbations; (iii) Representing data on hyperspheres selectively drops some information of the inputs, but these information are shown to be not crucial to visual recognition (based on the fact that hyperspherical neural network performs comparable to or even better than standard neural networks in visual recognition). Furthermore, we introduce the hyperspherical compactness and propose a robust geodesic inference. We also provide theoretical insights about why our hyperspherical defense improves robustness. Last, we validate the superiority of hyperspherical defense with extensive experiments on both white-box and black-box adversarial attacks on multiple datasets.

1 INTRODUCTION

Recent years have witnessed great breakthroughs in deep learning in a variety of applications ranging from face recognition (Taigman et al., 2014), object detection/recognition (Girshick et al., 2014; He et al., 2016) and speech recognition (Amodei et al., 2016) to machine translation (Sutskever et al., 2014) and gaming (Silver et al., 2016). However, recent studies show that most of these machine learning models (especially deep models) are very vulnerable to adversarial attacks. Such attacks can seriously undermine the security of a system supported by the deep learning models, causing the reliability problem in autonomous driving, biometric authentication, etc. Specifically, attackers transform a normal sample to a malicious one by simply adding a small amount of perturbations. These malicious samples (i.e. adversarial examples) are semantically indistinguishable from the normal ones, but usually will be incorrectly classified by deep learning models.

Due to the significance in practice, both adversarial attack and defense in deep learning have received particular attention. While we have seen many work on generating successful attacks (Szegedy et al., 2013; Goodfellow et al., 2014; Nguyen et al., 2015), finding an effective defense strategy remains an open challenge. In this paper, we present a simple yet effective hyperspherical defense framework to improve the robustness against adversarial attacks. The basic idea is to constrain the network learning onto a hypersphere. Specifically for CNNs, we basically replace the inner product between the kernel and the local patch with hyperspherical correlation. The hyperspherical correlation is defined as a function of the angle between two input vectors (feel free to think about \( \cos(\theta) \) as a simple example). The hyperspherical correlation is supposed to be upper and lower bounded in general, making the output of each layer also bounded. Because hyperspheres are the simplest Riemannian manifold, we are essentially transforming the learning space from Euclidean space to a manifold space. Our direct intuition comes from the observation from Fig. 1. As one could see from Fig. 1, the geodesic (angular) distance on the unit sphere corresponds to the semantic difference, while the distance on the radius direction corresponds to the intra-class variation (their labels are the same). Because the adversarial examples usually will not change the semantic meaning of an
image, it is very likely that the adversarial perturbation has large components on the radius direction (verified by Fig. 2(a)). Naturally, it inspires us to learn the neural network on the hypersphere such that many adversarial perturbations could alleviated or eliminated. In the following sections, we will give more empirical and theoretical justifications for this observations.

Our motivations to learn a neural network on hyperspheres against adversarial attacks mainly lie in three aspects. First, learning on unit hyperspheres can increase the smoothness of the network (more smooth than the standard neural networks). As one may see, many of the recent works (Cisse et al., 2017; Miyato et al., 2015) highly favor the smoothness in the network, because it can make the effect of adversarial perturbations small and also empirically perform well. They usually achieve the smoothness by modifying learning objectives or adding additional constraints, while ours achieves it in a more explicit way by directly constraining the network to learn on a unit hypersphere. Second, projection from Euclidean space onto hyperspheres naturally alleviates the effect of some adversarial perturbations. For example, if the adversarial perturbations point to the radius direction of a hypersphere, then such perturbations will not affect the final prediction. Third, we observe that hyperspherical neural networks achieve comparable or better performance in visual recognition with much smaller parameter space (Liu et al., 2017), indicating that it preserves the semantic information (information related to the label) of an image. As we know, the adversarial perturbations will not affect the semantic meaning of an image, so it is very likely that learning on hyperspheres can drop most of the components of the adversarial perturbations.

Our major contributions can be summarized as follows:

• We introduce a simple yet effective robust strategy to train a neural network with strong robustness against adversarial perturbations. Specifically, we present a defensive hyperspherical neural networks (D-SphereNet) that are learned on hyperspheres, and propose two new hyperspherical correlations: quadratic one and input-truncated one.
• Besides adapting hyperspherical learning to train a robust neural network, we further propose several learning objectives towards hyperspherical compactness and robust inference methods.
• We also give partial theoretical insights for the advantages of utilizing hyperspherical defense to improve robustness against adversarial attacks.
• Most importantly, our D-SphereNet yields strong and consistent empirical performance in resisting both black-box and white-box adversarial attacks.

2 RELATED WORK

There is an increasingly growing body of work on generating adversarial examples (Szegedy et al., 2013; Goodfellow et al., 2014; Nguyen et al., 2015). Szegedy et al. (2013) observes that a deep convolutional neural networks (CNNs) can easily fail with a small amount of artificial perturbations. They use box-constrained Limited-memory BFGS algorithm to obtain adversarial examples that are transferrable across different neural network architectures. Goodfellow et al. (2014) make an attempt to explain that it is the linear nature of CNNs that causes such vulnerabilities. They also propose the fast gradient sign method (FGSM) to efficiently generate adversarial examples. Some recent work (Papernot et al., 2016b; Fawzi et al., 2015; Nguyen et al., 2015; Moosavi-Dezfoolly et al., 2016a; Madry et al., 2017) also explore adversarial attacks in depth and try to find other ways to generate adversarial examples accurately and efficiently. These adversarial examples are generally transferable across different network architectures, which also makes the black-box attacks possible.

Current most prevailing defense strategies can be viewed as modifying objective functions, such as adversarial training (Szegedy et al., 2013; Goodfellow et al., 2014), smooth regularization (Miyato et al., 2015; Zheng et al., 2016), defensive distillation (Papernot et al., 2016c). Parseval training
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One of the most effective defenses by far is adversarial training (Szegedy et al., 2013; Goodfellow et al., 2014). It incorporates adversarial examples into the training stage to improve the robustness, so it is time-consuming and may only be effective to the adversarial examples that have appeared in the training stage. Lu et al. (2017) construct a detection network to detect and reject the adversarial examples, but it does not improve the robustness of deep models. Different from the current defense strategies, hyperspherical defense effectively combines robust learning architecture, compactness learning objective and improved inference method into a unified framework and significantly improves the robustness of deep models.

Our hyperspherical defense is largely inspired by hyperspherical learning which is first proposed in (Liu et al., 2017) mostly as a way to improve the convergence of learning neural networks. Different from (Liu et al., 2017), our hyperspherical defense framework generalizes the hyperspherical convolutional operator to a more general concept - hyperspherical correlation (SphereCorr). Besides generalizing the existing hyperspherical convolutions to SphereCorr, we also propose the quadratic SphereCorr to introduce more non-linearity and the input-truncated SphereCorr for stronger robustness. Furthermore, we utilize a hyperspherical compactness objective function and a robust inference method, which can effectively resist and reject adversarial examples. We also generalize the hyperspherical setup to a mixed setup of hypersphere and simplices. This not only makes learning more flexible, but also make it difficult when one hacks the structure of the neural network (black-box attack).

3 SOME OBSERVATIONS ABOUT ADVERSARIAL PERTURBATIONS

Before delving into the details, we first motivate the readers with a few empirical observations about adversarial perturbations. Our initial intuitions and motivations are built upon them.

Adversarial examples tend to approach the origin first and then shift to another class. In Fig. 2(a), we draw the trajectory (purple line) of an adversarial example. The trajectory is computed by varying $\lambda$ from 0 to 1 in $x + \lambda \cdot \text{FGSM}$ where $x$ is the normal sample and FGSM denotes the adversarial perturbations generated by the FGSM. Specifically, we use a normal image from digit 3 and gradually increase the magnitude of the adversarial perturbation. We observe from Fig. 2(a) that the adversarial example will approach to the origin first and then start shifting to another class. The trajectory indicates that it is easier to maliciously change the predicted label of a network from a less semantic space. It motivates us to learn representation on a hypersphere, which can cause the adversarial perturbation much more effort in order to fool the network (the adversarial perturbations can no longer approach to the origin to affect the output label distribution).

Adversarial examples is more separable from the normal data in D-SphereNet. In Fig. 2(b) and Fig. 2(c), we plot the adversarial examples of digit 0 that have successfully fooled the network. Fig. 2(b) shows that the adversarial examples of standard CNNs overlap with a large number of natural data. In contrast, we can see in Fig. 2(c) that the adversarial examples of D-SphereNets

1 We view the feature space near the origin as a less semantic space, because in origin it only requires small perturbations to change from one class to another.
are clearly separable from all the natural data, which also means the adversarial examples will not appear in where the natural data are dense. It clearly shows the advantages of D-SphereNets.

**Hyperspherical defense can better group normal data from different classes.** We could also observe from Fig. 2(b) and Fig. 2(c) that the D-SphereNets could better group the natural data of the same class together. The embedding space for natural data in D-SphereNets are much more compact than standard CNNs, which motivates us to propose the robust inference.

4 **Hyperspherical Defense**

4.1 **Defensive Hyperspherical Neural Networks**

The proposed D-SphereNet can be viewed as a neural network that learns its parameters on hyperspheres. To achieve this, we measure the correlation between the input and weights on hyperspheres instead of the original inner product. The hyperspherical correlation (SphereCorr) is defined as

\[
(w, x)_M = g(w, x)
\]

which can be viewed as a projected inner product defined on hypersphere \(M\). Similar to [Liu et al., 2017], \(g(w, x)\) have different instantiations.

**Cosine SphereCorr.** The simplest form is the cosine hyperspherical correlation: \(g(w, x) = \cos(\theta_{w,x})\) where \(\theta_{w,x}\) denotes the angle between the input vector \(x\) and the weight vector \(w\). The cosine SphereCorr is closely related to the geodesic distance on the unit hypersphere. Following [Liu et al., 2017], we could also derive linear SphereCorr \(g(w, x) = a\theta_{w,x} + b\), sigmoid SphereCorr, etc. Generally, we make the output of SphereConv to be bounded from below and above and decrease monotonically with the angle \(\theta_{w,x}\).

**Quadratic SphereCorr.** Inspired by the observation that the RBF networks have nearly no adversarial examples and the claim that adversarial examples are partially caused by the neural network being too “linear” (Goodfellow et al., 2014), we increase the non-linearity by incorporating a quadratic effect to form a composite function:

\[
g(w, x) = 1 - a(1 - \cos(\theta_{w,x}))^2
\]

where \(a > 0\) is a parameter that controls the curvature of the quadratic SphereCorr. In this paper, we mainly consider the case where \(a = 1\) to make the output the same as the other SphereCorr. The quadratic SphereCorr can bring the quadratic non-linearity to the neural network and potentially make the network more non-linear. From Fig. 3, we could have an intuitive sense for these SphereCorr functions. Linear SphereCorr and Cosine SphereCorr are two extreme cases, while the quadratic SphereCorr is somewhere in the middle. Because we usually use rectified linear units (ReLUs) in the network, we only show the valid range \([0, \frac{\pi}{2}]\) instead of \([0, \pi]\) in Fig. 3.

**Input-Truncated SphereCorr.** If the norm of the input \(\|x\|\) is larger than 1, the input-truncated SphereCorr will behave exactly like cosine SphereCorr. Differently, if \(\|x\|\) is smaller than 1, the input-truncated SphereCorr will preserve \(\|x\|\) instead of normalizing it to 1. The specific form is

\[
g(w, x) = \min(1, \|x\|) \cos(\theta_{w,x})
\]

This SphereConv is still bounded in \([-1, 1]\) and is especially robust in the sense that it could better reduce the perturbation inside the hypersphere. For example, given \(\|x\| < 1\), then its direction will largely affect the output of the other SphereCorrs. However, because we have \(\|x\|\) in \(g(w, x)\), the multiplicative factor \(\|x\| < 1\) can reduce the effect of perturbations within the hypersphere. Thus the input-truncated SphereCorr can adaptively reduce adversarial perturbations and achieve robustness.

**Optimization.** Because we replace the original inner product similarity with the SphereCorr, it will cause some minor differences in optimization. We still use the back-prop to learn the parameters of the network. Because \(\theta_{w,x}\) is an intermediate variable, we need to use the chain rule to compute the

\[2\text{The embedding space is the feature space before entering the classifier (i.e., last fully connected layer).}]}
gradient with respect to $w$ and $x$. We have\[ \frac{\partial g(w, x)}{\partial w} = \frac{\partial g(w, x)}{\partial w_{i, x}} \cdot \frac{\partial w_{i, x}}{\partial w} \quad \text{and} \quad \frac{\partial g(w, x)}{\partial x} = \frac{\partial g(w, x)}{\partial w_{i, x}} \cdot \frac{\partial w_{i, x}}{\partial x} \]
where $\theta_{w, x} = \cos\left(\frac{w^T x}{\|w\| \|x\|}\right)$. With these chain rule computations, it is trivial to perform back-prop.

**Learning objective.** Because we are representing features on hyperspheres and all the similarities are also measured on hyperspheres, we also need to adapt the original softmax loss\(^3\) to our hyperspherical learning. Considering the binary classification, we have that the original decision boundary is $\|W_i\|\|x\| \cos(\theta_{W_i, x}) = \|W_j\|\|x\| \cos(\theta_{W_j, x})$ where $W_i$ is the classifier for the $i$-th class and $x$ is the feature outputted from the fully connected layer before classifiers. To make the decision merely depend on geodesic distance on unit hyperspheres, we only need to normalize the $W_i$ and $W_j$ to the same length (we use length 1 here). Therefore, we usually use the weight-normalized softmax ($W$-Softmax) loss in D-SphereNet instead of original softmax loss.

**Encouraging Orthogonality.** While we are computing all the similarities based on the unit hyperspheres, we will no longer use the weight decay in our network. To encourage the direction of weights to be uniformly spaced out, we impose an orthogonality-inducing regularizer. Specifically, given a set of kernels $W$ where the $i$-th column vector $W_i$ is the weights of the $i$-th kernel, the orthogonality-inducing regularizer is written as $\|W\top W - I\|_F^2$, where $I$ is identity matrix\(^4\).

**Convolutional layers and fully connected layers in D-SphereNets.** Using SphereCorr, we could easily transform the standard convolutional layers and fully connected layers into the ones in D-SphereNet by replacing the inner product with the SphereCorr.

### 4.2 Hyperspherical Compactness

From Fig. 2(b) and Fig. 2(c), we notice that if a testing sample is not close to any training data clouds, then it is very likely to be an adversarial example. In order to better distinguish the adversarial examples and the normal data, we need to make the features in the embedding space more compact then it is very likely to be an adversarial example. In order to better distinguish the adversarial examples and the normal data, we need to make the features in the embedding space more compact.

To this end, we propose the following learning objectives for hyperspherical compactness in this section. We start by looking into the W-Softmax loss:

$$ L = \frac{1}{N} \sum_i L_i = \frac{1}{N} \sum_i -\log \left( \frac{e^{\|x_i\| g(W_{y_i}, x_i)}}{\sum_j e^{\|x_i\| g(W_j, x_i)}} \right) $$ (4)

where $g(\cdot)$ is the SphereCorr, $y_i$ is the label of the sample $x_i$, $W_j$ is the classifier corresponding to the $j$-th class (i.e., the weights of the last fully connected layer). There are two ways to minimize the W-Softmax loss to a low value. One is to increase $g(W_{y_i}, x_i)$, while the other way is to increase $\|x_i\|$ given that $g(W_{y_i}, x_i)$ is already larger than $g(W_j, x_i)$, $j \neq y_i$. As a result, we can not guarantee that the learned features have strong hyperspherical compactness. In order to guarantee these features to be well grouped on hyperspheres, the simplest way is to constrain the norm of the column weights to a small value. However, if such value is too small, the optimization is too difficult and the loss will not decrease at all. To address this, we design two new objective functions:

**Weight multiplier.** Following the idea of constraining the norm of weights, we use $\alpha$ to denote $\max_j \|W_j\|$. Then we can instead optimize the following constrained objective function:

$$ \arg\min_{W, \text{DSN}(x_i)} \frac{1}{N} \sum_i -\log \left( \frac{e^{\alpha g(W_{y_i}, \text{DSN}(x_i))}}{\sum_j e^{\alpha g(W_j, \text{DSN}(x_i))}} \right) \quad \text{s.t.} \quad 0 < \alpha \leq m $$ (5)

where $m$ is a preset parameter and DSN$(x_i)$ is the weights of the D-SphereNet with the input sample $x_i$. Because the inequality constraint is difficult to handle in neural network, we approximate it with a unconstrained optimization which the neural network is easy to deal with:

$$ \arg\min_{W, \text{DSN}(x_i)} \frac{1}{N} \sum_i -\log \left( \frac{e^{\alpha g(W_{y_i}, \text{DSN}(x_i))}}{\sum_j e^{\alpha g(W_j, \text{DSN}(x_i))}} \right) + \eta \cdot |\alpha| $$ (6)

where $\eta$ is a hyperparameter that controls how small we want the norm of column weights to be.

---

\(^3\)The softmax loss is defined as the combination of the last fully connected layer (i.e., classifiers), softmax function and the cross-entropy loss.

\(^4\)We do not directly apply an orthogonal transformation to $W$, because we find such a regularizer is more computationally efficient in practice. We also adopt the stochastic manifold gradient optimization, since the orthogonality constraint is essentially the Steifel Manifold.
**Loss annealing.** Alternatively, we could introduce a sphere-normalized softmax loss defined as:

\[
L = \frac{1}{N} \sum_i L_i = \frac{1}{N} \sum_i - \log \left( \frac{e^{g(W_{y_i}, x_i)}}{\sum_j e^{g(W_{y_i}, x_i)}} \right)
\]

which simultaneously normalize both the column weights \( W_j \) and the input feature \( x_i \). However, this loss function defines a very difficult task that can not even converge. So we use an annealing method to optimize such loss function. Eventually, we optimize a loss function as follows:

\[
L = -\frac{1}{N} \sum_i \frac{1}{1 + \lambda} \log \left( \frac{e^{g(W_{y_i}, x_i)}}{\sum_j e^{g(W_{y_i}, x_i)}} \right) + \frac{\lambda}{1 + \lambda} \log \left( \frac{e^{\|x_i\|_2 g(W_{y_i}, x_i)}}{\sum_j e^{\|x_i\|_2 g(W_{y_i}, x_i)}} \right)
\]

where \( \lambda \) starts with a relatively large value and is usually a monotonically decreasing function (in terms of iteration number) with a non-negative minimum. The intuition behind is to learn the network from an easy task (loss) first and gradually shift to a difficult task (loss).

### 4.3 Robust Geodesic Inference

To take full advantage of the hyperspherical compactness, we further design a robust geodesic inference method that could help to reject adversarial examples and achieve robust recognition. The geodesic inference is a simple two-step approach. We will first calculate the mean \( \theta_{y_i} \) and the standard deviation \( \theta_{x_i} \) of angles between all the \( j \)-th class training samples and classifier \( W_j \) (i.e., the \( j \)-th column weights of the last fully connected layer).

**Step 1.** Given a testing sample, we use the softmax probability to perform standard neural network inference and output the prediction label \( \hat{y}_{te} \). We can also obtain the features \( x_{te} \) before entering the last fully connected layer.

**Step 2.** We compute the angle \( \hat{\theta} \) between \( x_{te} \) and the classifier \( W_{\hat{y}_{te}} \). If the angle \( \hat{\theta} \) is larger than the angular threshold \( p(\theta_{y_i}, \theta_{x_i}) \) where \( p \) is a hyperparameter controlling this threshold, we reject this testing sample and regard it as adversarial attack. If \( \hat{\theta} \) is smaller than the threshold, we accept it and the final prediction is its output label in Step 1. Note that, we usually set \( p \) to 1, but it could also be set using cross validation.

### 4.4 Generalized Hyperspherical Defense

For now, we are still working on the \( \ell_2 \) hypersphere which is one of the simplest manifolds. Could we actually generalize to different manifolds? In fact, we could easily generalize our hyperspherical defense framework to generalized hyperspheres (e.g., simplex, hyperbola, affine). This not only make the architecture more flexible, but also make it more difficult if one wants to hack the architecture of the neural networks.

## 5 Theoretical Insights

Before we proceed, we denote some notations for simplicity.

**Notations:** Given a vector \( x = (x_1, \ldots, x_p)^T \in \mathbb{R}^p \), \( \text{sign}(x) := (\text{sign}(x_1), \ldots, \text{sign}(x_p))^T \), we define vector norms: \( \|x\|_1 = \sum_j |x_j| \), \( \|x\|_2^2 = \sum_j (x_j)^2 \). Define \( S^{p-1} = \{ x \in \mathbb{R}^p : \|x\|_2 = 1 \} \).

We provide theoretical insights of the hyperspherical defense in both adversarial training and attack. Here is the high level intuition: The black-box adversarial attack assumes that the inputs of each layer lie in the Euclidean space, and perturbs them in the Euclidean space. However, the inputs of each layer in the D-Spherenet lie on a spherical manifold, and the adversarial perturbation can be naturally reduced by “projecting the input onto the sphere” in each layer.

Due to the complex structures of the D-Spherenet, we illustrate the effectiveness of the projection using an example based on linear model, which can be viewed as a single neuron in the network. Similar approaches have been used in justifying other deep learning techniques such as dropout [Srivastava et al., 2014] [Wager et al., 2013]. Before we proceed, we first introduce the following linear model.

**Assumption 1.** We consider a linear model with random design,

\[
y = x^T w^* + \epsilon,
\]
where feature vector \( \mathbf{x} \in \mathbb{R}^p \) is uniformly distributed over \( S^{p-1} \), i.e., \( \mathbf{x} \sim \text{Unif}(S^{p-1}) \), \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) is the observation noise and independent on \( \mathbf{x} \), and \( \mathbf{w}^* \) is a dense regression coefficient vector.

Here we assume that \( \mathbf{w}^* \) is dense, because the D-SphereNet is not learning a sparse neural network. Moreover, \( \sigma \) is also assumed to be small such that the signal-noise-ratio is sufficient large for learning.

Given the linear model defined in Assumption 1, we further explicitly characterize the FGSM attack in the following proposition.

**Proposition 1.** Suppose Assumption 1 holds, we train the model using the square loss function

\[
\ell(\mathbf{x}, \mathbf{w}) = \frac{1}{2}(y - \mathbf{x}^\top \mathbf{w})^2.
\]

Given a sample \((\mathbf{x}, y)\), FGSM essentially generates an adversarial sample \((\tilde{\mathbf{x}}, y)\) by

\[
\tilde{\mathbf{x}} := \mathbf{x} - \delta \text{sign}(\nabla_{\mathbf{x}} \ell(\mathbf{x}, \mathbf{w})) = \mathbf{x} - \delta \cdot \text{sign}(\epsilon) \cdot \text{sign}(\mathbf{w}^*). \tag{9}
\]

Here \( \delta \) is assumed to be very small, since the FGSM needs to generate semantically indistinguishable adversarial samples. As can be seen from Proposition 1, the FGSM perturbation is proportional to \( \text{sign}(\mathbf{w}^*) \) up to sign change (determined by \( \epsilon \) associated with \( \mathbf{x} \)).

5.1 Adversarial Training

The next theorem shows that training the model using adversarial sample is essentially adding bias to estimation.

**Theorem 2.** Suppose Assumption 1 holds, we train the model using the adversarial training sample generated by FGSM. We solve:

\[
\widehat{\mathbf{w}}_1 := \arg\min_{\mathbf{w}} \mathbb{E}_{x, \epsilon} [(y - \tilde{\mathbf{x}}^\top \mathbf{w})^2]
\]

Given sufficiently small \( \delta \) and \( \sigma \), we have the following approximation:

\[
\widehat{\mathbf{w}}_1 \approx \arg\min_{\mathbf{w}} \frac{1}{p} \|\mathbf{w} - \mathbf{w}^*\|_2^2 + \frac{1}{p} \|\mathbf{w}\|_1 + \frac{\sqrt{2}}{\pi \sigma^2}.
\]

The proof of Theorem 2 is provided in the Appendix B.1. Theorem 2 implies that training model using adversarial samples is essentially solving an \( \ell_1 \)-penalized least square problem. However, since the parameter of our interest \( \mathbf{w}^* \) is a dense vector (as in Assumption 1), adding such an \( \ell_1 \) norm penalty induces estimation bias. Thus, it does not help, but harms the training. Note that our theoretical analysis only considers a linear model, which can be viewed as a single neuron. For a deep neural network, there are multiple layers with many neurons. Thus, the estimation bias at each neuron is passed to the next layer. When these biases are eventually accumulated at the last layer, the neural network can be significantly fooled.

The next theorem shows that by projecting \( \tilde{\mathbf{x}} \) to the sphere, we can obtain a estimate.

**Theorem 3.** Suppose Assumption 1 holds, we train the model using the adversarial samples projected to spheres. We solve:

\[
\widehat{\mathbf{w}}_2 := \arg\min_{\mathbf{w}} \mathbb{E}_{x, \epsilon} \left[ \left( y - \frac{1}{\|\tilde{\mathbf{x}}\|_2} \tilde{\mathbf{x}}^\top \mathbf{w} \right)^2 \right].
\]

Given sufficiently small \( \delta \) and \( \sigma \), then we have the following approximation:

\[
\widehat{\mathbf{w}}_2 \approx \arg\min_{\mathbf{w}} \frac{1}{p} \|\mathbf{w} - \mathbf{w}^*\|_2^2 + \frac{p - 2}{p} \left( \frac{1}{p+2} \|\mathbf{w}\|_1 + \frac{\sqrt{2}}{\pi \sigma^2} \right)^2 + \delta^2 \left( \frac{1}{p+2} \|\mathbf{w}\|_2^2 + \frac{2}{p(p+2)} \|\mathbf{w}\|_1^2 \right). \tag{11}
\]

The proof of Theorem 3 is provided in the Appendix B.2. Theorem 3 indicates that training the model with the adversarial samples projected onto the spheres improves the estimation. Specifically, we refine (11) in the following corollary.
Corollary 4. Suppose Assumption 3 holds, given \( \hat{w}_1 \) in (10) and \( \hat{w}_2 \) in (11), then
\[
\| \hat{w}_1 - w^* \|_2 \geq \| \hat{w}_2 - w^* \|_2.
\] (12)

Proof. Note for any \( w \in \mathbb{R}^p \), we have
\[
\frac{p - 2}{p} (\delta \| w \|_1 + \sqrt{\frac{2}{\pi}} \| w \|_2^2) + \delta^2 \left( \frac{2}{p(p + 2)} \| w \|_2^2 + \frac{2}{p} \| w \|_1^2 \right)
\]
\[
\leq \frac{p - 2}{p} (\delta \| w \|_1 + \sqrt{\frac{2}{\pi}} \| w \|_2^2) + \delta^2 \left( \frac{2}{p} \| w \|_1^2 + \sqrt{\frac{2}{\pi}} \| w \|_2^2 \right).
\] (13)
The second inequality holds for \( \| w \|_2^2 \leq \| w \|_1^2 \). We view (10) and (11) as two Lagrangian formula. Notice there exists an one-to-one map between the Lagrangian formula and the constrained forms of the optimization problems. We have
\[
\hat{w}_1 = \arg \min_w \frac{1}{p} \| w - w^* \|_2^2 \text{ s.t. } w \in C_1, \quad \text{and} \quad \hat{w}_2 = \arg \min_w \frac{1}{p} \| w - w^* \|_2^2 \text{ s.t. } w \in C_2.
\] (14)
Essentially, (13) reveals that \( C_1 \subset C_2 \). Then \( \hat{w}_1 \) is just one feasible solution in \( C_2 \). Therefore, by the optimal property of \( \hat{w}_2 \), we have the desired result. \( \square \)

Corollary 4 shows that by projecting the adversarial samples to the spheres, we alleviate the regularization, and therefore reduce the estimation bias. Note that our theoretical analysis only consider a linear model, which can be viewed as a single neuron. For a deep neural network, there are multiple layers with many neurons, and we apply such a projection step at every neuron. Therefore, the overall bias (attack) reduction at these neurons is significant. This justifies the superiority of the D-SphereNet in adversarial training.

5.2 Robustness Against Adversarial Attack

We then provide theoretical insights of the hyperspherical defense when predicting adversarial testing samples.

**Theorem 5.** Suppose Assumption 3 holds. Given a new input \( \tilde{x} \sim \text{Unif}(S^{p-1}) \) with an associated noise \( \epsilon \) and the adversarial example generated by (9), we have
\[
E_\epsilon \left[ \left\| \frac{1}{\| \tilde{x} \|_2} \cdot \tilde{x}^\top w^* - \tilde{x}^\top w^* \right\|_2^2 \right] \leq \frac{p - 1}{p} E_\epsilon \left[ \left\| \tilde{x}^\top w^* - \tilde{x}^\top w^* \right\|_2^2 \right].
\] (15)
The proof of Theorem 5 is provided in the Appendix B.3. Theorem 5 suggests by projecting the adversarial testing sample to the sphere, we can also improve prediction. Note that our theoretical analysis only consider a linear model, which can be viewed as a single neuron. For a deep neural network, there are multiple layers with many neurons. Thus, the improvement at each neuron is passed to the next layer. When these improvements are eventually accumulated at the last layer, we obtain significant better prediction. This reveals why the D-SphereNet is more robust against adversarial attack than other deep networks.

6 Discussions

**Why hyperspherical defense is useful in practice.** While facing white-box attacks, hyperspherical defense is very likely to reduce or even eliminate the effect of adversarial examples. While facing black-box attacks, hyperspherical defense has its unique advantages. If the attackers assume we are using standard CNNs, they can not get good attack performance since we are using D-SphereNets. If the attackers know we are using D-SphereNets, they will even get worse results if they do not have access to our exact network parameters (see black-box attack experiments). In practice, one could also randomize over different manifold setup to prevent attackers to explore the manifold structure.

**Comparisons and connections.** Our hyperspherical defense is designed to improve robustness against adversarial perturbations. Compared to (Liu et al., 2017), the hyperspherical defense framework has different robust SphereCorrs, new training objectives towards hyperspherical compactness, robust geodesic inference, and aims for totally different task. The only thing in common is that both (Liu et al., 2017) and hyperspherical defense use the hypersphere concepts. Similar to (Miyato et al., 2015; Zheng et al., 2016; Cisse et al., 2017), our framework also improves smoothness in neural networks, but we achieve this in a completely different way. We effectively combine novel architectures, compactness training, robust inference into a unified framework.
Table 1: White-box attack on MNIST dataset.

<table>
<thead>
<tr>
<th>Attack</th>
<th>Baseline CNN</th>
<th>D-SphereNet</th>
<th>D-SphereNet + WM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Natural Train</td>
<td>FGSM Train</td>
<td>PGD Train</td>
</tr>
<tr>
<td>Natural Data</td>
<td>99.36</td>
<td>99.43</td>
<td>99.29</td>
</tr>
<tr>
<td>FGSM</td>
<td>29.42</td>
<td>98.76</td>
<td>98.04</td>
</tr>
<tr>
<td>PGD</td>
<td>00.51</td>
<td>01.45</td>
<td>94.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attack</th>
<th>D-SphereNet + WM</th>
<th>D-SphereNet + Loss Annealing</th>
<th>D-SphereNet + WM + Input-truncated Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Natural Train</td>
<td>FGSM Train</td>
<td>PGD Train</td>
</tr>
<tr>
<td>Natural Data</td>
<td>99.48</td>
<td>99.34</td>
<td>99.36</td>
</tr>
<tr>
<td>FGSM</td>
<td>89.62</td>
<td>98.51</td>
<td>95.82</td>
</tr>
<tr>
<td>PGD</td>
<td>14.84</td>
<td>26.34</td>
<td>82.81</td>
</tr>
</tbody>
</table>

7 Experiments

7.1 Experimental Settings

General. We put the detailed network architecture in the appendix. WM denotes the weight multiplier in all the tables. Our CNN models are trained with ADAM with initial learning rate as 0.001. In MNIST, we divide the learning rate by 10 every 10K iterations and stop at 30K iterations. In CIFAR-10, we divide the learning rate by 10 at 34K and 54K iterations and stop at 64K iterations. For all experiments, we use the CleverHan library (Papernot et al., 2016a).

White-box Attack. For MNIST, we train both baseline CNN and D-SphereNet model with natural, FGSM and PGD training. Specifically, for FGSM training, we set $\epsilon = 0.3$. For PGD training we set $\epsilon = 0.3$, step size as 0.75 and number of iterations as 10. We evaluate the D-SphereNets with different SphereCorrs and different learning objectives. For CIFAR-10, we train both vanilla and D-SphereNet models, including variants models, with natural and FGSM training. Specifically, for FGSM training, we set $\epsilon = 8/255$ and for PGD training we set $\epsilon = 8/255$, step size as 2/255 and number of iterations as 7. We evaluate the D-SphereNets with different SphereCorrs and different learning objectives.

Black-box Attack. For substitute models in blackbox attacks in both MNIST and CIFAR-10, we independently train both vanilla and D-SphereNet models with natural and FGSM training. The training data and parameters are kept the same to show the worst possible case.

7.2 White-box Adversarial Attacks

MNIST. For each model with certain training method, we attack it with both FGSM and PGD. For FGSM attack, we use $\epsilon = 0.3$ as in the FGSM training. For PGD attack, we set step size as 0.01 and the number of iterations as 100. The results are shown in Table 1.

With white-box attacks, vanilla CNN is prone to attacks on which the network is not trained on. On the contrary, variants of D-SphereNet are able to resist some portion of adversarial examples even though they are not explicitly trained on.

Among those trained with FGSM adversarial training, D-SphereNets with weight multiplier and loss annealing have the best performance against PGD attacks. Since loss annealing does not show significant advantage over weight multiplier, we will only experiment with weight multiplier in the following experiments.

CIFAR-10. For each model trained with each training method, we attack it with both FGSM and PGD. For FGSM attack, we use $\epsilon = 0.3$ (where the values of images range from 0 to 255) as in the FGSM training. For PGD attack, we use step size=0.01 and number of iterations=100. The result is shown in Table 2.

The results are mostly consistent with the observations in MNIST experiments, where D-SphereNets are able to classifier more adversarial examples than vanilla CNN.
7.3 Black-box Adversarial Attacks

We evaluate the robustness of D-SphereNets against black-box attacks on CIFAR-10. We use independently trained substitute networks to attack the D-SphereNets. In some experiments, the source model (substitute) and the target model have the same architecture. All the networks are trained on the same set of training data in order to examine the worst case performance of D-SphereNets. The results are shown in table 3.

Presumably, one can easily attack the target network with the knowledge of the architecture. This is not the case for D-SphereNets, however, as D-SphereNets are more robust against attacks on the D-SphereNets. We believe the source of robustness comes from the complex landscape of the loss function.

We also notice that, D-SphereNets have similar values of accuracy, compared to vanilla CNN, on adversarial examples generated by vanilla substitute CNN. This fact indicates that D-SphereNets cannot be specifically targeted while maintaining reasonable accuracy on adversarial examples generated with simple methods, with WM denoting weight multiplier.
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A ILLUSTRATION OF WHY PROJECTION WORKS

Here, we draw a simple two-dimension example in Figure 4 to show that with high probability, projection does reduce the Euclidean Error caused by adversarial attack. The generating process is as follows: First, we uniformly sample one million points over $S^1$. Without loss of generality, we choose $(0, 0.05)$ as the adversarial perturbation. After adding this to the whole sample, we project these adversarial examples to $S^1$. Then we calculate the Euclidean distance between the original point and its projection point as its Euclidean Error. Next, we draw the histogram of the Euclidean Error. As we can see, projection seldom increases the Euclidean Error. For one million points in two dimensions, the probability of projection preserving the Error equals 0.98. This implies the function of projection.

B PROOF OF THEOREM JUSTIFICATION

B.1 PROOF OF THEOREM 2

Proof. By assumption 1 we know that $x$ is uniformly sampled from $S^{p-1}$, the sphere of the unit ball in $\mathbb{R}^p$. Let $x_i$ and $w_i^*$ denote the $i$-th entry of $x$ and $w^*$, respectively. Then we have

$$
E[ (y - \tilde{a}^T w)^2 ] = E[ (a^T w^* - (a - \delta \cdot \text{sign}(a w^*))^T w + \epsilon)^2 ] \\
= E[ (a^T w^* - a^T w)^2 ] + 2E[ (a^T w^* - a)^T \delta \text{sign}(a w^*)^T w + \epsilon ] + E[ \delta^2 \text{sign}(a w^*)^T w + \epsilon ] \\
= E[ \sum_{i=1}^p x_i (w_i^* - w_i)^2 ] + \sum_{i=1}^p \sum_{j=1}^p x_i (w_i^* - w_j)^2 + \delta^2 (\text{sign}(w^*)^T w)^2 + \sigma^2 + 2E[ \delta \cdot \text{sign}(w^*)^T w ] \\
= E[ \sum_{i=1}^p x_i^2 (w_i^* - w_i)^2 ] + 2\sqrt{\frac{2}{\pi}} \delta \text{sign}(w^*)^T w + \delta^2 (\text{sign}(w^*)^T w)^2 + \sigma^2 + 2 \delta \text{sign}(w^*)^T w. 
$$

(16)

The last equality holds because we can obtain $E x_i^2 = \frac{1}{p}$ by $E \sum_{i=1}^p x_i^2 = 1$ and the isotropic of $x_i$’s. Also, since both $\delta$ and $\sigma$ are sufficiently small, the first term of Right Hand Side (RHS) in (16) dominates the whole loss. This leads the optimal solution, i.e. $\tilde{w}_1$, is close to $w^*$, which implies that

$$
\text{sign}(w^*)^T \tilde{w}_1 \approx \|\tilde{w}_1\|_1.
$$
Therefore, we have the following approximate solution for \( \hat{w}_1 \),

\[
\hat{w}_1 \approx \arg\min_w \frac{1}{p} \|w - w^*\|_2^2 + \left( \delta \|w\|_1 + \sqrt{\frac{2}{\pi}} \right)^2.
\]

\[\square\]

### B.2 Proof of Theorem 3

**Proof.** For notation simplicity, let \( a = \text{sign}(\epsilon) \), \( b = \text{sign}(w^*) \). Note \( a^2 = 1 \), \( b^\top b = p \). We obtain

\[
\frac{1}{\|x\|_2} \tilde{x} = \frac{1}{\sqrt{(1 - 2\delta \cdot ab^\top x + \delta^2 b^\top b)}} \mathcal{X}
\]

\[
= 1 - \frac{1}{2}(-2\delta ab^\top x + p\delta^2) \left(x - \delta ab\right) + O(\delta^2)
\]

\[
= x + \delta \left(ab^\top x - ab\right) + O(\delta^2).
\]

The second equality holds because of Taylor Expansion. We plug (17) into the objective function as follows: (if not clear specified, we denote \( E_{x,\epsilon} \) by \( E \) for notational simplicity)

\[
E[(y - 1/\|x\|_2^2 x^\top w)^2]
\]

\[
\approx E[(x^\top w^* - (x + \delta (ab^\top x - ab))^\top w + \epsilon)^2]
\]

\[
= E\left(\left(x^\top (w^* - w) + \epsilon - \delta ab^\top x \cdot x + \delta^2 b^\top w\right)^2\right)
\]

Let \( x_i, b_i, w_i \) denote \( i \)-th component of \( x, b, w \) respectively. Now, let’s calculate the terms of RHS in (18) one by one:

\[
E[A^2] = E[x^\top (w^* - w)] = \frac{1}{p} \|w - w^*\|_2^2, \quad (\text{from } (16));
\]

\[
E[A \cdot B] = E_x \left[ (x^\top (w^* - w))E_x(\epsilon - \delta ab^\top x \cdot x + \delta^2 b^\top w) \right] = 0, \quad (\text{notice } E_x a = E_x \epsilon = 0, \text{ x and } \epsilon \text{ are independent});
\]

\[
E[B^2] = E\left[(\epsilon - \delta ab^\top x \cdot x + \delta^2 b^\top w)^2\right] = E\left[(\epsilon + \delta ab^\top w)^2 - 2(\delta^2 b^\top w + \epsilon a b^\top x x^\top w + \delta^2 b^\top x x^\top w)^2\right] = 0.
\]

Like before, we calculate the each part of RHS in (21) as follows:

\[
E[C] = E_x \left[ \epsilon^2 + 2\epsilon ab^\top w + \delta^2 (b^\top w)^2 \right] = \sigma^2 + 2\sqrt{\frac{2}{\pi}} \delta \sigma b^\top w + \delta^2 (b^\top w)^2;
\]

\[
E[D] = E_x \left[ \delta^2 w^\top b + \epsilon ab \right] E_x \left[ b^\top x x^\top w \right] = \left(\delta^2 w^\top b + \sqrt{\frac{2}{\pi}} \delta \sigma \right) b^\top w;
\]

\[
E[E] = \delta^2 E_x \left[ \sum_{i,j,k,l=1}^p b_i x_j w_j b_k x_l w_l \right]
\]

\[
= \delta^2 E_x \left[ \sum_{i,j=1,i\neq j}^p x_i x_j w_j^2 + 2 \sum_{i,k=1,i\neq k}^p b_i x_j w_j b_k x_k w_k + \sum_{i=1}^p x_i^2 w_i^2 \right].
\]

To simplify (24), let’s consider a random vector \( Z \). \( Z_i \), the \( i \)-th entry of \( Z \), is defined as follows:

\[
Z_i := \frac{z_i}{\sqrt{\sum_{j=1}^p z_j^2}}, \quad \text{where } z_i \sim N(0, 1).
\]
By this approach, we further approximate \( \hat{w} \approx \frac{1}{p} \| w - w^* \|_2^2 + \sigma^2 + 2 \sqrt{2 \pi} \delta \sigma b^\top w + \delta^2 (b^\top w)^2 \)

\[ \leq 2 \left( \delta^2 w^\top b + \sqrt{\frac{2}{\pi}} \delta \sigma \frac{1}{p} b^\top w \right) + \delta^2 \left[ \frac{1}{p + 2} \| w \|_2^2 + \frac{2}{p(p + 2)} \| w \|_1^2 \right]. \]

Note that both \( \delta, \sigma \) are small enough, the dominant term is \( \frac{1}{p} \| w^* - w \|_2^2 \). This implies

\[ \text{sign}(w^*)^\top \tilde{w}_2 \approx \| \tilde{w}_2 \|_1 . \]

By this approach, we further approximate \( \tilde{w}_2 \) as follows:

\[ \tilde{w}_2 \approx \arg\min_w \frac{1}{p} \| w - w^* \|_2^2 + \frac{p - 2}{p} \left( \delta \| w \|_1 + \sqrt{\frac{2}{\pi}} \sigma \right)^2 + \delta^2 \left[ \frac{1}{p + 2} \| w \|_2^2 + \frac{2}{p(p + 2)} \| w \|_1^2 \right]. \]

**B.3 Proof of Theorem 5**

*Proof.* First, let’s calculate the Left Hand Side (LHS) in (15).

\[ \mathbb{E}_w \| \hat{x}^\top w^* - \hat{x}^\top \tilde{w} \|_2^2 = \mathbb{E}_w \| \hat{x}^\top w^* - \frac{\delta}{\sqrt{p}} \text{sign}(\epsilon) \text{sign}(w^*)^\top w^* - x^\top \tilde{w}^* \|_2^2 \]

\[ = \mathbb{E}_w \| - \frac{\delta}{\sqrt{p}} \text{sign}(w^*)^\top w^* \|_2^2 = \frac{\delta^2}{p} \| w^* \|_1^2 , \]

where \( \epsilon \) does not affect the value at all. For the projected input, by (17), (25) and (23), we have

\[ \mathbb{E}_w \| \frac{1}{\| x \|_2} \hat{x}^\top w^* - \hat{x}^\top \tilde{w} \|_2^2 \]

\[ = \frac{\delta^2}{p} \mathbb{E}_w \| \text{sign}(w^*)^\top \hat{x} : x^\top w^* - \text{sign}(w^*)^\top \tilde{w}^* \|_2^2 \]

\[ \leq \frac{\delta^2}{p} \| w^* \|_1^2 - \frac{\delta^2}{p} \| w^* \|_2^2 = \frac{p - 1}{p} \mathbb{E}_w \| \hat{x}^\top w^* - \hat{x}^\top \tilde{w}^* \|_2^2 , \]

where \( \epsilon \) does not affect the value, too. And we prove the desired result.

**C Experimental Settings**
Table 4: Our CNN architectures for different benchmark datasets. Conv1.x, Conv2.x and Conv3.x denote convolution units that may contain multiple convolution layers. E.g., $[3 \times 3, 64] \times 3$ denotes 3 cascaded convolution layers with 64 filters of size $3 \times 3$.

<table>
<thead>
<tr>
<th>Layer</th>
<th>CNN for MNIST</th>
<th>CNN for CIFAR10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv1.x</td>
<td>$[3 \times 3, 32] \times 2$</td>
<td>$[3 \times 3, 64] \times 3$</td>
</tr>
<tr>
<td>Pool1</td>
<td>$2 \times 2$ Max, Stride 2</td>
<td></td>
</tr>
<tr>
<td>Conv2.x</td>
<td>$[3 \times 3, 64] \times 2$</td>
<td>$[3 \times 3, 128] \times 3$</td>
</tr>
<tr>
<td>Pool2</td>
<td>$2 \times 2$ Max, Stride 2</td>
<td></td>
</tr>
<tr>
<td>Conv3.x</td>
<td>$[3 \times 3, 128] \times 2$</td>
<td>$[3 \times 3, 256] \times 3$</td>
</tr>
<tr>
<td>Pool3</td>
<td>$2 \times 2$ Max, Stride 2</td>
<td></td>
</tr>
<tr>
<td>Fully Connected</td>
<td>256</td>
<td>512</td>
</tr>
</tbody>
</table>