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Abstract
While the task of non topical text classifica-001
tion (e.g. document genre, author profile, sen-002
timent, etc.) has been recently improved due003
to pre-trained language models (e.g. Bert), it004
has been observed that the resulting classifiers005
suffer from a performance gap when applied to006
new domains. E.g. a genre classifier trained on007
political topics often fails when tested on doc-008
uments about sport or medicine. In this work,009
1) We develop a robust method to quantify this010
phenomenon empirically. 2) We verify that do-011
main transfer in non-topical classification re-012
mains challenging even for the modern pre-013
trained models, and 3) we test a data augmen-014
tation approach which involves training texts015
generators in any desired genre and on any016
topic, even when there are no documents in017
the training corpus that are both in that par-018
ticular genre and on that particular topic. We019
empirically verify that augmenting the training020
dataset with the synthetics documents gener-021
ated by our approach facilitates domain trans-022
fer, so that the model can correctly predict gen-023
res that don’t have “on-topic" examples in the024
training set. The "off-topic" F1 score can be025
improved for some topics as much as from026
57.6 to 73.0.027

1 Introduction028

Linguistic research often contrasts the properties029

of topic vs. those of style, which is also reflected030

in text classification research (Dewdney et al.,031

2001). However, this contrast is difficult to main-032

tain, as the training sets in most corpora for style033

or genre prediction are dominated by topics spe-034

cific to individual styles, so that transfer learning035

across corpora is limited in case of variation be-036

tween their topics. For example, a model identify-037

ing FAQs can learn to pay attention to such words038

as hurricane and tax advice since these are com-039

mon topics of FAQs in the training corpus (Sharoff040

et al., 2010). The effect of such contamination has041

been also shown empirically by considering topic042

influence for genre prediction over the New York 043

Times corpus (Petrenz and Webber, 2010). 044

Up to our knowledge, this cross-influence of 045

topics and styles has not being studied in the con- 046

text of pre-trained language models such as Bert 047

(Devlin et al., 2018), T5 (Raffel et al., 2020) or 048

GPTs (Brown et al., 2020). There has also been 049

no quantification of the gap in transferring non- 050

topical style classifiers to new domains, for ex- 051

ample, to study the performance degradation of a 052

genre classifier trained on political topics when it 053

is applied to texts on sport or medicine. 054

In this work, we claim the following original 055

contributions: 056

• We have created a large corpus with “natural 057

genre annotation” covering a range of topics; 058

• We empirically quantify the domain transfer 059

gap on our corpus, demonstrating drops in 060

F1 classification performance metric by 20- 061

30 absolute percentage points; 062

• We propose a data augmentation approach 063

which involves training text generators that 064

can produce synthetic documents in any of 065

the genres present in the training corpus and 066

on any topic, which is controlled by the key- 067

words extracted by our original algorithm; 068

• We verify that augmenting the training 069

dataset with synthetics tests generated by our 070

approach facilitates domain transfer by im- 071

proving F1 classification metric by 2-4 abso- 072

lute percentage points in average and on some 073

topics as much as from 57.6 to 73.0. 074

Non-topical text classification (including doc- 075

ument genre) is an important practical language 076

processing task. It aids in proper understanding, 077

summarizing, archiving and retrieving documents 078

in many different domains, including such im- 079

portant ones as legal and medical. Research has 080

shown that people can easily recognize document 081

genres from just a few examples even if those 082
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Figure 1: Experimental workflow

examples are from a different domain (Crowston083

et al., 2010). Thus, in order to create artificial gen-084

eral intelligence (AGI) at some point in future, we085

need to find ways to train computers to be able to086

perform that as well.087

The tools and the experimental setup are avail-088

able.1089

2 Methodology090

Since we are not aware of any standard solutions091

for genre and topical control during text gener-092

ation and for assessing domain transfer in non-093

topical classification, we have developed several094

original solutions presented in this section. We095

separate the contributions of topics and genres096

by having two models, a topic model produced097

from a topically diverse corpus (even though it098

might be biased with respect to its genres), and099

a genre model which is a classifier based on a100

pre-trained language model (Bert) fine-tuned on a101

genre-diverse corpus (even though each individual102

genre might be biased with respect to its topics).103

Figure 1 illustrates the overall workflow for our104

experiments as described in the sections below.105

2.1 Topic Model106

For our experiments, we needed a topic model
so that we can assess the performance gaps when
transferring between the topics in our corpus. The
topic model in this study was produced by a neural
topic model (Dieng et al., 2020) which can achieve
better interpretability in comparison to traditional
LDA models (Blei et al., 2003). More specifically,

1Anonymous at the submission stage

the Embedding Topic Model (ETM) differs from
LDA by estimating the distribution of words over
topics as:

wdn ∼ softmax(ρ>αzdn)

where ρ are word embeddings and αzdn are topic 107

embeddings, dn refers to iteration over documents 108

and topics, see Dieng et al. (2020) for the full de- 109

scription of ETM. For estimating the topic model, 110

we used a topically-diverse corpus of ukWac (Ba- 111

roni et al., 2009) created by wide crawling of web 112

pages from the .uk top level domain name (the to- 113

tal size of ukWac is 2 billion words, 2.3 million 114

Web pages). As suggested in (Dieng et al., 2020), 115

the number of topics can be selected by maximis- 116

ing the product of topic coherence of a model (the 117

average pointwise mutual information of the top 118

words for a topic) by its topic diversity (the rate 119

of unique words in the top words of all topics). In 120

this way we arrived at choosing 25 topics for the 121

ukWac corpus, see Table 1, Topic Coherence of 122

this model is 0.195, Topic Diversity is 0.781. All 123

of the topics are interpretable (the topic labels in 124

Table 1 have been assigned by inspecting the key- 125

words and a sample of documents). In the absence 126

of a gold test set for an unsupervised method the 127

most likely topics assigned to documents in the 128

test set are reasonable. Topic 8 applies to short 129

documents with residual fragments from HTML 130

boilerplate cleaning in ukWac, so that the date and 131

time indicators remain the only identifiable key- 132

words for such documents. 133

2.2 Genre Corpus 134

We also needed a corpus with good coverage of 135

several genres. Up to our knowledge, there is 136

no large corpus for that purpose, so we com- 137

bined several data sources into a corpus of “nat- 138

ural genre annotation” so that each source is ho- 139

mogeneous with respect to its genres. The list 140

of our genres follows other studies which detect 141

text types which are common on the Web (Sharoff, 142

2018). They have been matched to commonly 143

used datasets, such as a portion of the Giga News 144

corpus to represent News reporting and the Hy- 145

perpartisan corpus to represent news articles ex- 146

pressing opinions. The composition of the nat- 147

ural genre corpus is listed in Table 2. The cor- 148

pus of natural genres is large, but it is biased with 149

respect to its topics. For example, the Amazon 150

reviews dataset contains a large number of book 151
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Table 1: Keywords from ukWac for the topic model with 25 topics

Label: Nr Top keywords
Finances: 0 insurance, property, pay, credit, home, money, card, order, payment, make, tax, cost, time, service, loan
Entertain: 1 music, film, band, show, album, theatre, festival, play, live, sound, radio, song, dance, songs, tv, series
Geography: 2 road, london, centre, transport, park, area, street, station, car, north, east, city, west, south, council, local
Business: 3 business, management, company, service, customers, development, companies, team, experience, industry
University: 4 students, university, research, learning, skills, education, training, teaching, study, work, programme
Markets: 5 year, market, million, energy, waste, years, cent, industry, investment, government, financial, increase
Web: 6 information, site, web, website, page, online, search, email, click, internet, details, links, free, find, sites
Science: 7 data, research, system, analysis, model, results, number, time, science, methods, surface, cell, energy, test
*Cleaning: 8 2006, 2005, posted, 2004, june, july, october, march, april, september, 2003, august, january, november, post
Politics1: 9 government, world, people, international, war, party, countries, political, european, country, labour, british
Travel: 10 hotel, room, day, area, house, accommodation, holiday, visit, city, centre, facilities, town, great, tour
Health: 11 health, patients, treatment, care, medical, hospital, clinical, disease, cancer, patient, nhs, risk, drug
Councils: 12 development, local, community, council, project, services, public, national, planning, work, government
Life1: 13 people, time, questions, work, make, important, question, problem, change, good, problems, understand
Software: 14 software, system, file, computer, data, user, windows, digital, set, files, server, users, pc, video, mobile
Sports: 15 game, club, team, games, play, race, players, time, season, back, football, win, world, poker, sports, sport
Religion: 16 god, life, church, people, lord, world, man, jesus, christian, time, love, day, great, death, faith, men, christ
Arts: 17 book, art, history, published, work, collection, world, library, author, london, museum, review, gallery
Law: 18 law, act, legal, court, information, case, made, public, order, safety, section, rights, regulations, authority
Nature: 19 food, water, species, fish, plants, garden, plant, animals, animal, birds, small, dogs, dog, tree, red, wildlife
History: 20 years, century, house, st, john, royal, family, early, war, time, built, church, building, william, great, history
Engineering: 21 range, design, light, front, high, car, made, water, power, colour, quality, designed, price, equipment, top
Politics2: 22 members, meeting, mr, committee, conference, year, group, event, scottish, council, member, association
Life2: 23 time, back, good, people, day, things, make, bit, thing, big, lot, can, long, night, feel, thought, great, find
School: 24 people, children, school, support, young, work, schools, child, community, education, parents, local, care

and music reviews, and a small number of reviews152

of office products and musical instruments. How-153

ever, these are not the topics inferred by the topic154

model, as this division into topics exists only with155

the reviews dataset, while other sources of natural156

annotation do not have any topics listed or have157

a very different structure of annotated topics, for158

example, the categories assigned to the pages in159

Wikipedia are different from both the Amazon re-160

view labels and for the inferred ukWac topics as161

listed in Table 1. Having the topics for all docu-162

ments inferred by the topic model and the docu-163

ments annotated with their genres gives two views164

on the same document, for example, a document165

which starts with166

(1) There’s little need to review this CD after Daniel167
Hamlow’s thoughtful and informative critique above168
but i loved the CD so much i had to weigh in in case169
you aren’t familiar with his citations he mentions the170
big three Brazilian music classics Astrud Gilberto’s171
jazz masters from verve jazz samba...172

can be described as a Review from its provenance173

from the Amazon reviews dataset and as primar-174

ily belonging to Topic 1 (Entertainment, Table 1)175

from its ETM inference.176

2.3 Assessing Domain Transfer177

This subsection describes the methodology that178

we have developed to test the effect of a topic179

change on non-topical classification. While this180

methodology is applicable to any non-topical clas- 181

sification, here we describe how we use it with 182

document genres. Our main goal here is be- 183

ing able to create training-, validation- (develop- 184

ment) and testing- sets on particular topics to ex- 185

periment with a genre classification task, specifi- 186

cally knowledge transfer between the topics. The 187

methodology that we involved relies on our topic 188

model described above and proceeds as following. 189

For each of our topics (e.g. “Science"), we create a 190

dataset, that we label as off-topic. For this, we take 191

N documents of each class (document genre in our 192

case) from our genre corpus. For example, for N = 193

100 we take 100 argumentative texts, 100 instruc- 194

tions, 100 news reports, etc. such that the selected 195

documents have the lowest scores with respect to 196

that topic, e.g. the least “scientific" documents. 197

Through our experiments, we compare the clas- 198

sification results trained on the off-topic datasets 199

with those trained on on-topic datasets. The lat- 200

ter are constructed in exactly the same way except 201

by selecting the documents with the highest scores 202

on the topic, e.g. the most “scientific" documents. 203

For each topic, we also created an on-topic test-set 204

making sure it does not overlap with the training 205

sets. Validation- (development) sets were off-topic 206

since within a domain transfer setting no training 207

on-topic data is available. Specifically, in exper- 208

iments below, we used 300 documents of each 209
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Table 2: Corpus of natural genre annotation

Genre General prototypes Texts Natural sources
ARGument Expressing opinions, editorials 126755 Hyperpartisan (Kiesel et al., 2019)
INSTRuction Tutorials, FAQs, manuals 127472 A sample of StackExchange
NEWS Reporting newswires 16389 Giga News (Cieri and Liberman, 2002)
PERSonal Diary entries, travel blogs 16432 ICWSM collection (Gordon and Swanson, 2009)
PROMOtion Adverts, promotional postings 10993 Promotional websites
INFOrmation Encyclopedic articles 97575 A sample of Wikipedia
Review Product reviews 1302495 Amazon reviews (Blitzer et al., 2007)

Total 1687118

genre in a test-set, 300 documents of each genre210

in a validation- (development) set, and varied the211

sizes of the training sets as stated in our empiri-212

cal results section. This way we assess the “do-213

main transfer": a scenario when a model trained214

on off-topic data needs to be applied to an on-215

topic dataset. Structuring our datasets that way216

has several advantages: 1) both on-topic and off-217

topic sets have same number of documents in each218

class (genre) and the same total size, which allows219

us to determine the transfer gap under the same220

conditions, and 2) the datasets are automatically221

balanced with respect to each class (genre), even222

while our original corpus is not, thus the compari-223

son metrics are more reliable and interpretable.224

To build the genre classifiers, we fine-tune225

BERT-base (Devlin et al., 2018) from the226

Hugging-Face library with the default learning227

rate of 10−5 for 6 epochs using its Adam opti-228

mizer. Following the standard validation proce-229

dure, we report the F1 score computed on the230

respective test-set for the number of epochs that231

showed the best score on the validation (develop-232

ment) set.233

Often pre-trained transformer models make the234

right decisions for wrong reasons, for example, by235

detecting differences in formatting of the StackEx-236

change questions in comparison to the format of237

hyperlinks in the Wikipedia entries. Given that in238

reality either FAQs or texts providing reference in-239

formation can be formatted in other ways, perfor-240

mance on the natural genres corpus without pre-241

processing can be unrealistic.242

As a comprise between the reliability of our re-243

sults and the processing time, after preliminary in-244

vestigation we settled on working with the window245

of 1000 characters randomly positioned within a246

document. Random positioning mitigates the im-247

pact of document structure (e.g. an introductory248

question positioned at the start of the StackEx-249

change dataset). The windows obtained this way250

still provide sufficient text to determine the topic251

and genre when read by a human. 252

In order to mitigate the superficial differences 253

between the sources, when training and applying 254

our classifiers, we remove all the numbers and 255

punctuation. We do not apply this filtering when 256

training our text generators to preserve readability. 257

We apply it to the generated texts instead. 258

2.4 Keyword Extraction Algorithm 259

We had experimented with several variations of a
heuristic algorithm to select the keywords and set-
tled on the following approach after manually in-
specting the quality of the generations and their
topical relatedness. We are not much concerned
how truthfully the keywords represent the content
of the document, but rather how well they repre-
sent the topic to enable topic-focused generation.
Thus, when deciding which words to extract as
keywords, we promote those that are strong rep-
resentatives of the document topic, which is quan-
titatively assessed by our topic model. It assigns
each word (in the corpus) a score with respect
to each topic between 0 and 1. The higher the
score the stronger the word is related to the topic.
Since some documents mix several topics, at times
with numerically similar proportions, we accord-
ingly weight the individual word scores with the
overall topic scores in the document. Finally, we
also want to adjust for repeated occurrences of
the same word. Thus, our word scoring formula
(within a document) simply iterates through all the
topics and through all the word occurrences in the
document while adding up the word scores with
respect to the corresponding topic:

score(w,D) =
∑
i∈Dw

∑
t

L(D, t) · L(w, t)

where i goes over all the occurrences of the word 260

w in the document D, t goes over all topics (25 261

in the study here), L(D, t) is the score of the doc- 262

ument with respect to topic t and L(w, t) is the 263

score of the word w with respect to topic t. 264
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We preserve only 10 top-scoring words in each265

document, so all the other words are discarded266

and the original sequence of the remaining words267

becomes the keyword sequence for the generator.268

Table 3 shows an example of extracted keywords269

along with how they are used to generate new syn-270

thetic documents, as detailed in the following sub-271

section.272

2.5 Augmenting by Generating273

Our suggested method of improving domain trans-274

fer proceeds by augmenting the off-topic training275

set with automatically generated on-topic docu-276

ments.277

To achieve this we fine-tune a pre-trained lan-278

guage model into a separate generator for each279

genre listed in Table 2. Our earlier experiment-280

ing with using a single model for all genres and a281

special token to specify the desired genre resulted282

in weaker results. For this fine-tuning, we use ex-283

actly the same N · 6 documents as are in our off-284

topic training set, thus operating in a practical sce-285

nario when on-topic documents are not available.286

Each generator is fine-tuned to take a sequence of287

keywords extracted according to the algorithm de-288

tailed above as input and to generate a document289

in the genre corresponding to this generator and of290

the topic defined by the keywords. During fine-291

tuning, the generators learn to associate the input292

keywords with the content of the output document,293

which becomes an important mechanism of topic294

control and facilitating the domain transfer.295

We specifically used T5 as our generating296

model (Raffel et al., 2020). It is a unified text-297

to-text transformer, trained on the Colossal Com-298

mon Crawl Corpus to predict the next word based299

on the preceding words in an auto-regressive way.300

We used the small version since we did not ob-301

serve any advantage in using the Base or Large T5302

model in our early experiments, so we kept the less303

computationally intensive model. Its input format304

requires a prefix to indicate which downstream305

task is being fine-tuned, so we used the word “gen-306

erate.” We trained each model for 16 epochs us-307

ing Simple Transformers library2 with a default308

learning rate of .001 and its Adam optimizer. For309

generating, we also use the following T5 hyper-310

parameters, specifically number of beams = 1,311

top k = 50, top p = .95. The selected hyper-312

parameters were chosen after preliminary exper-313

2https://simpletransformers.ai/

imentation by inspecting the produced quality of 314

generations in terms of both topical and genre fit. 315

Table 3 illustrates our domain transfer approach 316

by examples of extracted keywords and synthetic 317

documents generated from those keywords in dif- 318

ferent genres. 319

When using the generators for augmentation, 320

we do provide them the on-topic keywords, but not 321

the class (genre) labels, so that they generate the 322

same number of synthetic documents for each la- 323

bel. Thus the use of on-topic test-set keywords for 324

augmentation does not give any unfair advantage 325

to the augmented model and is methodologically 326

acceptable as a common practice of inference- 327

time optimization. 328

One of our overall hyper-parameters is how 329

many documents to generate. Our preliminary ex- 330

perimentation suggested that 1:1 was a near opti- 331

mal ratio: the same number of original and syn- 332

thetic documents. We include several other com- 333

binations in our empirical results below. 334

3 Experiments 335

3.1 Comparison Results 336

We assess the effect of domain mismatch and our 337

approach to improving domain transfer by aug- 338

menting the training sets with synthetic on-topic 339

documents. The difference between the accuracy 340

obtained before and after generation demonstrates 341

the efficiency of the augmentation model. Table 4 342

shows the comparison results for 3 different sizes 343

of training data: 1000, 100 and 30 documents 344

per genre accordingly. As we can see, the topic 345

mismatch effect is extremely significant: the aver- 346

age drop from on-topic to off-topic training set is 347

around 20% for N = 1000 and 30% for smaller Ns. 348

The average on-topic F1 score for the largest size 349

is 86.4%, which is only somewhat below 93% av- 350

erage human-level performance as independently 351

estimated by the authors.The average off-topic per- 352

formance for that size drops to 66.8%. 353

All three size configurations demonstrate statis- 354

tically significant increases from non-augmented 355

off-topic sets (baselines here) ranging from 2.5% 356

on the smaller sizes and 4% on N = 1000. All 357

the differences are statistically significant at the 358

level of alpha 0.01 according to a pair-wise t-test. 359

This empirically confirms with high confidence 360

that our augmentation procedure is beneficial for 361

non-topical text classification. 362

The most time-consuming part of our experi- 363
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Table 3: Domain Transfer: examples of documents generated in different genres from the same keywords on the
topic of Entertainment (topic 0 in Table 1). Keywords (shown in italic) are taken from an “on-topic" document in a
test-set, but its genre label (product review in this case) is not used since the task is to predict it. Instead, synthetic
documents are generated from those keywords in each genre. Those documents augment the training set. You can
see that the generated documents are topically similar, but are in fact in different genres.

On-topic document: As a serious form of music outside of Jamaica, on par with American and British rock and roll and R&B,
Before this breakthrough Reggae was seen as something of a joke even though Jimmy Cliff’s “The Harder They Come" set
the stage “Catch a Fire" clinched it. The album is a solid classic and a masterpiece with lead vocals not just from Marley but
band-mate Peter Tosh as well on the tracks years and stop that train the deluxe edition features both the original “Catch a Fire"
album released only in Jamaica in December of with its two bonus tracks as well as the original album released internationally
to the public.
keywords: form music set fire album years original fire album original album public date album album fire
Generated a Wikipedia article: He wrote poetry in a Broadway, and was a semi - finalist. As a performer, Eve was renowned
for his strong wit and strong vocals, as well as his striking delivery of heavy metal, a set of wits and his physical presence on
stage, earned him the title “Master Of Song". Eve was also the master of wits’ composition as well as some of his later works.
He opened fire to wits in. Eve appeared in two of his first two albums as a performer and then mixed wits and wits, gaining
his first album, a release from his old band. Eve was the sound of a song for eve, which remained unfinished.
Generated a stack exchange discussion: Do you have a video on repeat since the original hits them on the radio every evening
for the first two pieces sold separately by the label? Does anyone have an official release date or should i be? Thank you in
advance. On this date on your public air date the entire album is sold separately, which is released through all tv series. the
original release date is released on the public register for all tv series and can be purchased on every album.
Generated a product review: He was the king of rock and roll, legendary guitarist Peter Tosh, and drummer Neal Schon.
Of course, if you really like your music, then you should buy this album. from this CD, you’ll see why. from the infectious,
surrealistic guitar riffs that set the stage, at the beach or in the hall of the ancient mariner, to the funky “Catch a Fire", to the
insanely catchy catchy summer pop staple.
Generated a Hyperpartisan article: I’m an atheist myself, and I’m just a British freak! maybe if it was only about pop culture
then it would be rude to you to leave the UK, and do something about it. I don’t feel like am American player doing the same
with a Fire-fox. You can add to that one if you’re serious about it. I don’t hold an open exchange about anything. I was an
apologist to the album you were talking about.

ments were fine-tuning the generators (T5) and364

the classifiers (Bert) with the cost of roughly 5000365

hours of NVIDIA GeForce RTX 2080.366

3.2 Ablation Studies367

This subsection reports several ablation experi-368

ments that we conducted to additionally verify the369

effects reported above and to gain the insight into370

the phenomena studied. In order to verify that371

the genre labels in our synthetic texts were im-372

portant we randomly shuffled them. This way,373

the augmented data became to act only as noise.374

Not surprisingly, the average scores dropped to375

the baseline levels which verified that using the376

proper model for each genre to generate the syn-377

thetic augmenting texts is important, and that the378

improvements reported above were not due to sim-379

ply the change in the statistical properties of the380

training and validation sets or due to addition of381

noise.382

We also looked at several ways of mixing the383

original and augmented data. Table 5 presents the384

average across topics scores for various sizes used.385

It can be observed that while some small improve-386

ments can be achieved by generating more docu-387

ments, those gains are not statistically significant.388

On the other side, very small numbers of added389

documents indeed result in statistically detectable 390

drops. Using only synthetic documents results in 391

drops to the levels only slightly above or even be- 392

low baselines. The last rows for each N in Table 393

5 show the results when augmenting documents 394

were obtained using keywords from randomly se- 395

lected off-topic documents, and thus not attempt- 396

ing any domain transfer. You can see that they 397

are significantly worse than those with the transfer. 398

The last column shows the results when T5-small 399

was used as a classifier instead of Bert. While the 400

overall classification accuracy is lower, T5 results 401

follow the same pattern as with Bert and thus ad- 402

ditionally support that our augmentation facilitates 403

domain transfer. 404

4 Related studies 405

The split between topics and styles has been stud- 406

ied for transformer models, including disentangled 407

representation (John et al., 2019) and other meth- 408

ods of topic-style decomposition (Romanov et al., 409

2019; Subramanian et al., 2019). However, our 410

study focuses on the numerical estimates of the 411

topic transfer gap on large samples diverse in top- 412

ics and in genres. This makes our study similar 413

to the suggested controls in object recognition for 414
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Table 4: F1 score comparison for testing genre classification topic gaps and our transfer augmentation approach.
The “on-topic" columns show the performance when training and testing on in-domain documents. The “off-topic"
columns present training on the off-topic documents and testing “on-topic". Our augmentation results are in the
last column for each N. All configurations show improvements statistically significant at the level 0.01.

N=30 N=100 N=1000
Topics: on-topic off-topic augmented on-topic off-topic augmented on-topic off-topic augmented
Finances: 0 81.2 56.2 62.1 83.6 48.1 58.1 86.2 64.5 67.0
Entertain: 1 76.1 35.2 48.8 78.2 40.0 57.0 75.8 57.6 73.0
Geography: 2 86.3 57.9 61.0 88.5 62.2 59.6 92.3 82.5 83.8
Business: 3 79.1 41.1 44.9 85.8 46.0 54.3 87.0 76.3 72.1
University: 4 84.1 51.8 51.9 87.0 55.4 55.4 89.5 70.2 78.3
Markets: 5 71.1 44.0 42.7 77.8 42.5 44.5 81.0 55.2 59.0
Web: 6 79.8 44.1 50.3 83.3 43.9 51.6 91.0 81.0 80.5
Science: 7 77.8 47.1 46.6 82.9 50.3 50.5 83.5 68.3 72.4
*Cleaning: 8 73.3 62.4 62.6 80.9 65.3 62.2 86.2 69.1 70.0
Politics1: 9 73.9 33.2 39.4 78.9 37.6 39.2 83.4 36.3 42.7
Travel: 10 84.5 50.8 65.8 89.2 56.0 51.8 92.1 65.7 77.9
Health: 11 74.2 40.5 41.8 78.6 46.4 53.3 76.9 54.7 59.8
Councils: 12 81.0 47.6 44.2 86.6 51.2 47.8 89.7 71.4 75.4
Life1: 13 81.7 43.7 39.9 86.1 41.9 43.5 92.3 68.1 72.7
Software: 14 77.9 42.3 47.6 84.2 44.6 52.4 87.5 62.7 67.5
Sports: 15 85.9 57.7 63.6 85.4 51.2 59.0 87.0 70.5 64.7
Religion: 16 73.7 37.4 40.0 78.4 40.1 38.8 84.5 61.9 65.0
Arts: 17 79.2 55.2 45.4 80.1 51.2 61.1 82.8 63.5 73.3
Law: 18 75.0 45.1 45.4 77.5 46.2 48.5 73.7 83.4 70.1
Nature: 19 77.0 50.2 53.3 81.2 50.2 59.4 85.1 76.9 80.0
History: 20 75.5 46.8 49.7 79.6 50.9 53.4 84.4 68.3 74.0
Engineering: 21 87.4 49.7 52.5 90.0 54.0 53.9 89.9 74.7 80.4
Politics2: 22 75.4 47.7 50.5 83.3 52.3 57.8 86.9 52.6 58.9
Life2: 23 81.5 45.8 38.2 85.2 47.0 46.7 92.1 55.9 66.2
School: 24 80.0 51.4 52.8 85.7 53.6 53.7 90.1 70.2 79.2
Average 78.9 47.4 49.9 83.2 49.2 51.9 86.4 66.8 70.9

Table 5: Ablations: average performance for mixing
original and synthetic documents. The statistical dif-
ferences at the level of .05 from the best configuration
within each N are marked with ++.

Original Augmented Bert F1 T5 F1
1000 0 (baseline) 66.8++ 54.4++

1000 10 67.2++ 55.3++

1000 100 68.1++ 56.1++

1000 1000 70.9 60.5
1000 3000 71.1 60.6
1000 5000 71.0 60.2
0 1000 67.1++ 54.5++

1000 1000 random 66.6 ++ 54.1++

100 0 (baseline) 49.2++ 40.0++

100 10 49.5++ 40.7++

100 100 51.9 44.3
100 300 52.1 44.1
100 500 52.0 44.1
0 100 48.3++ 40.9++

100 100 random 49.5 ++ 40.5++

30 0 (baseline) 47.4++ 38.6++

30 10 49.1++ 38.8++

30 30 49.9 42.6
30 100 50.4 42.1
30 150 50.1 42.3
0 30 48.4 ++ 37.5++

30 30 random 47.9 ++ 38.6++

generalizable, robust, and more human-like com- 415

puter vision (Barbu et al., 2019). 416

A related research area concerns the use of 417

causal models for interpreting the biases of neu- 418

ral predictions, for example, with respect to gen- 419

der (Vig et al., 2020). There have been stud- 420

ies to investigate biases in neural models via 421

adding counter-factuals (Hall Maudslay et al., 422

2019; Kaushik et al., 2020). Our focus in this 423

study is different: we want to investigate the possi- 424

bility of correcting biases by generation of appro- 425

priate texts. 426

Both traditional feature-based and neural ap- 427

proaches in domain transfer assume a semi- 428

supervised procedure by inferring a shared rep- 429

resentation space which takes into account both 430

labeled “out-of-domain” data and unlabeled “in- 431

domain” data (Daumé III et al., 2010; Bengio, 432

2012). This has been largely superseded through 433

the use of pre-training for transformer models. 434

For an overview of the works on a closely re- 435

lated task of text style transfer (TST) we refer 436

the reader to Jin et al. (2022). Unlike TST, we 437

are not specifically concerned with preserving the 438

content as long as the generated documents aid 439

7



in domain transfer. Also, the reviewed works did440

not involve pre-trained language models. Ad-441

ditional in-domain pre-training was suggested for442

the approaches based on cloze-style patterns for a443

number of few-shot downstream tasks (Schick and444

Schütze, 2021), but genre classification task con-445

sidered here does not suggest any obvious prompt446

patterns to use. A review of recent works on gener-447

ating prompts for the pre-trained language models448

can be found in Liu et al. (2021). Several ways449

to control text generation including its style have450

been suggested (Keskar et al., 2019) but they re-451

quired pre-training a custom language model from452

scratch rather than fine-tuning an existing model453

as we do here. Some earlier works looked at454

topical control during text generation, e.g. Hu455

et al. (2017), but they did not use pre-trained lan-456

guage models. The challenges maintaining coher-457

ent style and topic within longer texts (exceeding458

the current transformers’ input limits of 500-4000459

tokens) have been proposed to address by progres-460

sive generation (Tan et al., 2020). Here, we are461

not that much concerned with the output quality462

but rather their help in domain adaptation. Also,463

we perform our experiments on the text windows464

of the sizes easily fitting transformers’ limitations.465

Recently demonstrated ability of GPT line of mod-466

els (Brown et al., 2020) to generate text often467

indistinguishable from human has been tried for468

various applications (Floridi and Chiriatti, 2020).469

GPT-based and other text generators have been470

successfully used for anonymization of data to ad-471

dress privacy concerns (Guan et al., 2018). Aug-472

menting training sets with synthetic documents473

has been also proposed for the tasks of classifying474

flight reservation requests, open-domain question475

answering and customer support in a few-shot sce-476

nario (Anaby-Tavor et al., 2020) but they did not477

involve any topical control.478

5 Conclusions, Limitations and Future479

Work480

We have demonstrated the impact of document481

topics on non-topical text classification performed482

with the help of pre-trained language models. We483

have also shown how we can mitigate this im-484

pact by means of proper selection of keywords and485

fine-tuning a pre-trained language model for gen-486

eration. This allowed us to augment training data487

for non-topical document classification (specifi-488

cally document genre) to reduce the loss in perfor-489

mance during topical domain transfer. As a result, 490

a system can be trained on the documents in one 491

topic (e.g. politics) and applied to another (e.g. 492

healthcare) even when there are no healthcare- 493

related documents in the training corpus that rep- 494

resent all possible class labels (genres). In order 495

to assess the impact of domain switch on classifi- 496

cation accuracy and our suggested way of alleviat- 497

ing it, we have developed an original methodology 498

based on a topic model. We have also created a 499

large corpus with “natural genre annotation” that 500

can be used in follow-up studies. 501

Still, our study has certain limitations. Specif- 502

ically, additional pre-trained language models can 503

be tried in future (including the largest ones 504

like GPT-3), for both generation and classifica- 505

tion, and more formal comparison between vari- 506

ous keyword-selection algorithms and their hyper- 507

parameters can be performed. Larger training sets 508

can be explored, as well smaller ones in a “few- 509

shot" setting. 510

At the same time, the degree of improvements 511

from augmentation is not uniform. For some top- 512

ics we obtain much better results than for others, 513

while occasionally the performance on the aug- 514

mented set is lower than on the original off-topic 515

training set. More research is needed to investi- 516

gate the conditions under which this happens in 517

comparison to more successful examples of trans- 518

fer. A number of approaches improving the quality 519

of generated text, e.g. those based on Generative 520

Adversarial Networks (Goodfellow et al., 2020) or 521

meta learning (Lee et al., 2022) can be explored, as 522

well as various methods for controlled generation. 523
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