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ABSTRACT

Mastering a video game requires skill, tactics and strategy. While these attributes may be acquired naturally by human players, teaching them to a computer program is a far more challenging task. In recent years, extensive research was carried out in the field of reinforcement learning and numerous algorithms were introduced, aiming to learn how to perform human tasks such as playing video games. As a result, the Arcade Learning Environment (ALE) (Bellemare et al., 2013) has become a commonly used benchmark environment allowing algorithms to train on various Atari 2600 games. In many games the state-of-the-art algorithms outperform humans. In this paper we introduce a new learning environment, the Retro Learning Environment — RLE, that can run games on the Super Nintendo Entertainment System (SNES), Sega Genesis and several other gaming consoles. The environment is expandable, allowing for more video games and consoles to be easily added to the environment, while maintaining a simple unified interface. Moreover, RLE is compatible with Python and Torch. SNES games pose a significant challenge to current algorithms due to their higher level of complexity and versatility. A more extensive paper describing our work is available on arXiv."
2 THE RETRO LEARNING ENVIRONMENT

2.1 SUPER NINTENDO ENTERTAINMENT SYSTEM

The Super Nintendo Entertainment System (SNES) is a home video game console developed by Nintendo and released in 1990, supporting a total of 783 games. Table (1) presents a comparison between Atari 2600, Sega Genesis and SNES game consoles, from which it is clear that SNES and Genesis games are far more complex.

2.2 IMPLEMENTATION

To allow easier integration with current platforms and algorithms, we based our environment on the ALE, with the aim of maintaining as much of its interface as possible. While the ALE is highly coupled with the Atari emulator, Stella\(^2\), RLE takes a different approach and separates the learning environment from the emulator. This was achieved by incorporating an interface named LibRetro (libRetro site), that allows communication between front-end programs to game-console emulators. Currently, LibRetro supports over 15 game consoles, each containing hundreds of games, at an estimated total of over 7,000 games that can be supported using this interface. We chose to focus on the SNES game console implemented using the SNES9X\(^3\) as it’s games present interesting, yet plausible to overcome challenges. Additionally, we utilized the Genesis-Plus-GX\(^4\) emulator, which supports several Sega consoles: Genesis/Mega Drive, Master System, Game Gear and SG-1000.

2.3 RLE’S INTERFACE

RLE provides a unified interface to all games in its supported consoles, acting as an RL-wrapper to the LibRetro interface. Actions have a bit-wise representation where each controller button is represented by a one-hot vector. Therefore a combination of several buttons is possible using the bitwise OR operator. The environments observation is the game screen, provided as a 3D array of 32-bit pixels with dimensions that vary depending on the game. The reward can be defined differently per game, usually we set it to be the score difference between two consecutive frames. By setting different configuration to the environment, it is possible to alter in-game properties such as difficulty (i.e easy, medium, hard), its characters, levels, etc. RLE is fully available as open source software under GNU’s General Public License\(^5\). The environment is implemented in C++ with an interface to algorithms in C++, Python and Lua. Adding a new game to the environment is a relatively simple process. Additionally, the environment supports running multiple agents simultaneously against each other on certain games.

<table>
<thead>
<tr>
<th>Table 1: Atari 2600, SNES and Genesis comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atari 2600</td>
</tr>
<tr>
<td>Number of Games</td>
</tr>
<tr>
<td>CPU speed</td>
</tr>
<tr>
<td>ROM size</td>
</tr>
<tr>
<td>RAM size</td>
</tr>
<tr>
<td>Color depth</td>
</tr>
<tr>
<td>Screen Size</td>
</tr>
<tr>
<td>Possible buttons combinations</td>
</tr>
</tbody>
</table>

2.4 ENVIRONMENT CHALLENGES

Integrating SNES with RLE presents new challenges to the field of RL where visual information in the form of an image is the only state available to the agent. Obviously, SNES games are significantly more complex and unpredictable than Atari games. For example in sports games, such as NBA,
in which the player (agent) controls a single player, while all the other nine players’ behavior is determined by pre-programmed agents, each exhibiting random behavior. Moreover, unlike Atari that consists of a maximum of 18 actions, SNES actions space may be larger than 700. Furthermore, the background in SNES is very rich, filled with details which move locally or across the screen. Finally, we note that SNES utilized the first 3D games which still provide significant challenges.

3 Experiments

We performed several experiments in which we examined several SNES games by running the Deep Q-Learning (DQN) (Mnih et al., 2015) algorithm as well as two of its extensions: Double DQN (Wang et al., 2015) and Dueling Double DQN (Van Hasselt et al., 2015). The evaluation methodology that we used for benchmarking is the popular method proposed by (Mnih et al., 2015). While the screen dimensions in SNES are larger than those of Atari, in our experiments we maintained the same pre-processing as suggested by Mnih et al. (2015) (i.e., downsampling the image to 84x84 pixels and converting to gray-scale). To handle the large action space, we limited the algorithm’s actions to the minimal button combinations which provide unique behavior. Additional experiments where we utilized both reward shaping and multi-agent training (letting two agents compete one against the other) are available in the full version of our paper.

3.1 Results

A thorough comparison of the four different agents’ performances on SNES games can be seen in Figure (1) Only in the game Mortal Kombat a trained agent was able to surpass a expert human player performance as opposed to Atari games where the same algorithms have surpassed a human player on the vast majority of the games. A video demonstrating the agent’s performance on the game Gradius III can be found at youtu.be/nUl9XLMveEU.

![Figure 1: DQN, DDQN and Duel-DDQN performance. 100 represents a human player and zero a random agent.](image)

4 Conclusion

We introduced a rich environment for evaluating and developing reinforcement learning algorithms which presents significant challenges to current state-of-the-art algorithms. In comparison to other environments RLE provides a large amount of games with access to both the screen and the in-game state. The modular implementation we chose allows extensions of the environment with new consoles and games, thus ensuring the relevance of the environment to RL algorithms for years to come. The challenges presented in the RLE consist of: 3D interpretation, delayed reward, noisy background, stochastic AI behavior and more. Although some algorithms were able to play successfully on part of the games, to fully overcome these challenges, an agent must incorporate both technique and strategy. Therefore, we believe, that the RLE is a great platform for RL research.
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