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Figure 1: We present Pixel-Perfect Depth, a monocular depth estimation model with pixel-space
diffusion transformers. Compared to existing discriminative [82, 4] and generative [34] models, its
estimated depth maps can produce high-quality, flying-pixel-free point clouds.

Abstract

This paper presents Pixel-Perfect Depth, a monocular depth estimation model
based on pixel-space diffusion generation that produces high-quality, flying-pixel-
free point clouds from estimated depth maps. Current generative depth estimation
models fine-tune Stable Diffusion and achieve impressive performance. However,
they require a VAE to compress depth maps into the latent space, which inevitably
introduces flying pixels at edges and details. Our model addresses this challenge by
directly performing diffusion generation in the pixel space, avoiding VAE-induced
artifacts. To overcome the high complexity associated with pixel-space generation,
we introduce two novel designs: 1) Semantics-Prompted Diffusion Transform-
ers (SP-DiT), which incorporate semantic representations from vision foundation
models into DiT to prompt the diffusion process, thereby preserving global se-
mantic consistency while enhancing fine-grained visual details; and 2) Cascade
DiT Design that progressively increases the number of tokens to further enhance
efficiency and accuracy. Our model achieves the best performance among all
published generative models across five benchmarks, and significantly outperforms
all other models in edge-aware point cloud evaluation.
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Figure 2: Qualitative comparisons. GT(VAE) denotes the ground truth depth map after VAE
reconstruction. Existing generative models [34] use a VAE to compress inputs into the latent space,
inevitably introducing flying pixels at edges and details. In contrast, our model directly performs
diffusion in pixel space, avoiding these issues. Depth maps are visualized on the point clouds.

1 Introduction

Monocular depth estimation (MDE) is a fundamental task with a wide range of downstream ap-
plications, such as 3D reconstruction, novel view synthesis, and robotic manipulation. Due to its
significance, a large number of depth estimation models [34, 81, 82, 88] have emerged recently.
These models achieve high-quality results in most zero-shot scenarios or regions, but suffer from
flying pixels around object boundaries and fine details when converted into point clouds [39], as
shown in Figure 1 and 5, which limits their practical applications in tasks such as free-viewpoint
broadcast, robotic manipulation, and immersive content creation.

Current models suffer from the flying pixels problem due to different reasons. For discriminative
models [82, 4, 88, 30], flying pixels mainly arise from their tendency to output an intermediate
(average) depth value between the foreground and background at depth-discontinuous edges, in order
to minimize regression loss. In contrast, generative models [34, 17, 23] bypass direct regression
by modeling pixel-wise depth distributions, allowing them to preserve sharp edges and recover
fine structures more faithfully. However, current generative depth models typically fine-tune Stable
Diffusion [51] for depth estimation, which requires a Variational Autoencoder (VAE) to compress
depth maps into a latent space. This compression inevitably leads to the loss of edge sharpness and
structural fidelity, resulting in a significant number of flying pixels, as shown in Figure 2.

A trivial solution could be training a diffusion-based monocular depth model in pixel space, bypassing
the use of a VAE. However, we find this highly challenging, due to the increased complexity and
instability of modeling both global semantic consistency and fine-grained visual details, leading to
extremely low-quality depth predictions (Table 2 and Figure 6). To further investigate this limitation,
we examine prior studies on high-resolution image generation. Several works [29, 61, 94], through
signal-to-noise ratio (SNR) analysis, have pointed out that adding noise with higher intensity is
more likely to disrupt the global structures or low-frequency components of high-resolution images,
thereby improving generation. This reveals that the primary difficulty in high-resolution pixel-space
generation lies in effectively perceiving and modeling global image structures.

In this paper, we present Pixel-Perfect Depth, a framework for high-quality and flying-pixel-free
monocular depth estimation using pixel-space diffusion transformers. Recognizing that the major
difficulty in high-resolution pixel-space generation lies in perceiving and modeling global image
structures. To address this challenge, we propose the Semantics-Prompted Diffusion Transformers
(SP-DiT) that incorporate high-level semantic representations into the diffusion process to enhance
the model’s ability to preserve global structures and semantic coherence. Equipped with SP-DiT,
our model can more effectively preserve global semantic consistency while generating fine-grained
visual details in high-resolution pixel space. However, the semantic representations obtained from
vision foundation models [44, 82, 65, 24] often do not align well with the internal representations of
DiT, leading to training instability and convergence issues. To address this, we introduce a simple
yet effective regularization technique for semantic representations, which ensures stable training and
facilitates convergence to desirable solutions. As shown in Table 2 and Figure 6, SP-DiT significantly
improves overall performance, with up to a 78% gain on the NYUv2 [58] AbsRel metric.

Furthermore, we introduce the Cascade DiT Design (Cas-DiT), an efficient architecture for diffusion
transformers. We find that in diffusion transformers, the early blocks are primarily responsible
for capturing and generating global or low-frequency structures, while the later blocks focus on
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generating high-frequency details. Based on this insight, Cas-DiT adopts a progressive patch size
strategy: larger patch size is used in the early DiT blocks to reduce the number of tokens and facilitate
global image structure modeling; in the later DiT blocks, we increase the number of tokens, which is
equivalent to using a smaller patch size, allowing the model to focus on the generation of fine-grained
spatial details. This coarse-to-fine cascaded design not only significantly reduces computational costs
and improves efficiency, but also delivers substantial improvements in accuracy.

We highlight the main contributions of this paper below:

• We present Pixel-Perfect Depth, a monocular depth estimation model with pixel-space diffusion
generation, capable of producing flying-pixel-free point clouds from estimated depth maps.

• We introduce Semantics-Prompted DiT, which integrates normalized semantic representations
into the DiT to effectively preserve global semantic consistency while enhancing fine-grained visual
details. This significantly boosts overall performance. We further propose a novel Cascade DiT
Design to enhance the efficiency and accuracy of our model.

• Our model achieves the best performance across five benchmarks among all published generative
depth estimation models.

• We introduce an edge-aware point cloud evaluation metric, which effectively assesses flying pixels
at edges. Our model significantly outperforms previous models in this evaluation.

2 Related Work

2.1 Monocular Depth Estimation

Depth estimation can be broadly categorized into monocular [82, 69], stereo [75, 72, 77, 76, 22,
8, 7, 9], and sparse depth completion [41] methods. Early monocular depth estimation methods
relied primarily on manually designed features [52, 28]. The advent of neural networks revo-
lutionized the field, though initial approaches [15, 14] struggled with cross-dataset generaliza-
tion. To address this limitation, scale-invariant and relative loss [49] are introduced, enabling
multi-dataset [36, 86, 10, 74, 71, 68, 64, 73, 50, 40] training. Recent methods focus on im-
proving the generalization ability [82, 4, 66, 67], depth consistency [80, 6, 31, 33], and metric
scale [3, 37, 38, 88, 21, 89, 30, 46, 41] of depth estimation. These methods converge towards using
transformer-based architectures [48]. Concurrent works [69, 70, 79] explore point cloud representa-
tions to improve depth estimation performance. Several recent methods [32, 12, 55, 53, 54, 93] have
attempted to use diffusion models for metric depth estimation. In contrast, our method focuses on
relative depth and demonstrates improved generalization and fine-grained detail across a wide range
of real-world scenes. Furthermore, our model significantly differs from these methods by introducing
Semantics-Prompted DiT, which incorporates pretrained high-level semantic representations into the
diffusion process, greatly enhancing performance.

More recently, [34] brought the new insight to the field by fine-tuning pretrained Stable Diffusion [51]
for depth estimation, which demonstrated impressive zero-shot capabilities for relative depth. The
following works [23, 20, 60, 92, 2] attempt to improve its performance and inference speed. However,
they are all based on the latent diffusion model [51], which is trained in the latent space and requires
a VAE to compress the depth map into a latent space. We focus on a pixel-space diffusion model that
is trained directly in the pixel space without requiring any VAE.

2.2 Diffusion Generative Models

Diffusion generative models [25, 59, 45, 90, 84, 85, 96] have demonstrated impressive results in
image and video generation. Early approaches [25, 27, 26] such as DDPM [25] operate directly in the
pixel space, enabling high-fidelity generation but incurring significant computational costs, especially
at high resolutions. To address this limitation, Latent Diffusion Models perform the diffusion process
in a lower-dimensional latent space obtained via a VAE, as popularized by Stable Diffusion [51].
This design significantly improves training and inference efficiency and has been widely adopted in
recent works [16, 85, 90, 95, 35, 47, 83].

Diffusion models for monocular depth estimation typically follow a similar trend. For instance,
Marigold [34] and its follow-ups [23, 20] fine-tune pretrained Stable Diffusion [51] models for depth
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Figure 3: Overview of Pixel-Perfect Depth. Given an input image, we concatenate it with noise and
feed it into the proposed Cascade DiT. Meanwhile, the image is also processed by a pretrained encoder
from Vision Foundation Models to extract high-level semantics, forming our Semantics-Prompted
DiT. We perform diffusion generation directly in pixel space without using any VAE.

estimation, benefiting from fast convergence and strong priors learned from large-scale datasets.
However, the VAE’s latent compression leads to flying pixels in the resulting point clouds. In contrast,
pixel-space diffusion avoids such artifacts but remains computationally intensive and slow to converge
at high resolutions. To address this, we propose Semantics-Prompted DiT and Cascade DiT Design,
which enables efficient high-resolution depth estimation without latent compression.

3 Method

3.1 Pixel-Perfect Depth

Given an input image, our goal is to estimate a pixel-perfect depth map that is free of flying pixels
when converted to point clouds. Existing models [34, 17, 23, 82, 4] often suffer from flying pixels
due to their inherent modeling paradigms. Discriminative models tend to smooth object edges and
blur fine details because of their mean-prediction bias, which results in noticeable flying pixels in
the reconstructed point clouds. Generative models, in theory, can better capture the multi-modal
depth distribution at object edges. However, current generative models typically fine-tune Stable
Diffusion [51] for depth estimation, relying on its strong image priors. This requires compressing the
depth map into a latent space via a VAE, inevitably causing flying pixels.

To unleash the potential of generative models for depth estimation, we propose Pixel-Perfect Depth
that performs diffusion directly in the pixel space instead of the latent space. It allows us to directly
model the pixel-wise distribution of depth, such as the discontinuities at object edges. However,
training a generative diffusion model directly in the high-resolution pixel space (e.g., 1024×768)
is computationally demanding and hard to optimize. To overcome these challenges, we introduce
Semantics-Prompted DiT and Cascaded DiT Design, detailed in the following sections.

3.2 Generative Formulation

We adopt Flow Matching [42, 43, 1] as the generative core of our depth estimation framework. Flow
Matching learns a continuous transformation from Gaussian noise to a data sample via a first-order
Ordinary Differential Equation (ODE). In our case, we model the transformation from Gaussian
noise to a depth sample. Specifically, given a clean depth sample x0 ∼ D and Gaussian noise
x1 ∼ N (0, 1), we define an interpolated sample at continuous time t ∈ [0, 1] as:

xt = t · x1 + (1− t) · x0. (1)
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Figure 4: Comparison with existing depth foundation models on open-world images. Our
model preserves more fine-grained details than Depth Anything v2 [82] and MoGe 2 [70], while
demonstrating significantly higher robustness compared to Depth Pro [4].

This defines a velocity field:

vt =
dxt

dt
= x1 − x0, (2)

which describes the direction from clean data to noise. Our model vθ(xt, t, c) is trained to predict
the velocity field, based on the current noisy sample xt, the time step t, and the input image c. The
training objective is the mean squared error (MSE) between the predicted and true velocity:

Lvelocity(θ) = Ex0,x1,t

[
∥vθ(xt, t, c)− vt∥2

]
. (3)

At inference, we start from noise x1 and solve the ODE by discretizing the time interval [0, 1] into
steps ti, iteratively updating the depth sample as follows:

xti−1 = xti + vθ(xti , ti, c)(ti−1 − ti), (4)

where ti decreases from 1 to 0, gradually transforming the initial noise x1 into the depth sample x0.
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Figure 5: Qualitative point cloud results in complex scenes. Our model produces significantly
fewer flying pixels compared to other depth estimation models [34, 82, 4], with depth maps overlaid
on the point clouds for visualization.

3.3 Semantics-Prompted Diffusion Transformers

Our Semantics-Prompted DiT builds on DiT [45] for its simplicity, scalability, and strong performance
in generative modeling. Unlike previous depth estimation models such as Depth Anything v2 [82]
and Marigold [34], our architecture is purely transformer-based, without any convolutional layers.
By integrating high-level semantic representations, SP-DiT enables our model to preserve global
semantic consistency while enhancing fine-grained visual details, without sacrificing the simplicity
and scalability of DiT.

Specifically, given the interpolated noise sample xt and the corresponding image c, we first concate-
nate them into a single input: at = xt⊕c, where the image c serves as a condition. Then, we directly
feed at into the DiT. The first layer of DiT is a patchify operation, which converts the spatial input at
into a 1D sequence of T tokens (patches), each with a dimension of D, by linearly embedding each
patch of size p× p from the input at. Subsequently, the input tokens are processed by a sequence of
Transformer blocks, called DiT blocks. After the final DiT block, each token is linearly projected into
a p× p tensor, which is then reshaped back to the original spatial resolution to obtain the predicted
velocity vt (i.e., x1 − x0), with a channel dimension of 1.

Unfortunately, performing diffusion directly in the pixel space leads to poor convergence and highly
inaccurate depth predictions. As shown in Figure 6, the model struggles to model both global image
structure and fine-grained details. To address this, we extract high-level semantic representations e as
guidance from the input image c using a vision foundation model f , as follows:

e = f(c) ∈ RT ′×D′
, (5)

where T ′ and D′ are the number of tokens and the embedding dimension of f(c), respectively.
These high-level semantic representations are then incorporated into our DiT model, enabling it to
more effectively preserve global semantic consistency while enhancing fine-grained visual details.
However, we found that the magnitude of the obtained semantics e differs significantly from the
magnitude of the tokens in our DiT model, which affects both the stability of the model’s training
and its performance. To address this, we normalize the semantic representation e along the feature
dimension using L2 norm, as follows:

ê =
e

∥e∥2
. (6)

Subsequently, the normalized semantic representation is integrated into the tokens z of our DiT model
via a multilayer perceptron (MLP) layer hϕ,

z′ = hϕ(z⊕ B(ê)), (7)
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Figure 6: Qualitative ablations for the proposed SP-DiT. Without SP-DiT, the vanilla DiT model
struggles with preserving global semantics and generating fine-grained visual details.

where B(·) denotes the bilinear interpolation operator, which aligns the spatial resolution of the
semantic representation ê with that of the DiT tokens. The resulting z′ denotes the DiT tokens
enhanced with semantics. After the fusion, the subsequent DiT blocks are prompted by semantics to
effectively preserve global semantic consistency while enhancing fine-grained visual details in the
high-resolution pixel space. We refer to these subsequent DiT blocks as Semantics-Prompted DiT.

In this work, we experiment with various pretrained vision foundation models, including DINOv2 [44],
VGGT [65], MAE [24], and Depth Anything v2 [82]. All of them significantly boost performance
and facilitate more stable and efficient training, as shown in Table 3. Note that we only utilize the
encoder of each vision foundation model, e.g., a 24-layer Vision Transformer encoder (ViT-L/14) for
both DINOv2 [44] and Depth Anything v2 [82].

3.4 Cascade DiT Design

Although the proposed Semantics-Prompted DiT significantly improves accuracy performance,
performing diffusion directly in the pixel space remains computationally expensive. To address
this issue, We propose a novel Cascaded DiT Design to reduce the computational burden of the
model. We observe that in DiT architectures, the early blocks are primarily responsible for capturing
global image structures and low-frequency information, while the later blocks focus on modeling
fine-grained, high-frequency details.

To optimize the efficiency and effectiveness of this process, we adopt a large patch size in the early
DiT blocks. This design significantly reduces the number of tokens that need to be processed, leading
to lower computational cost. Additionally, it encourages the model to prioritize learning and modeling
global image structures and low-frequency information, which also better aligns with the high-level
semantic representations extracted from the input image. In the later DiT blocks, we increase the
number of tokens, which is equivalent to using a smaller patch size. This allows the model to
better focus on fine-grained spatial details. The resulting coarse-to-fine cascaded design mirrors
the hierarchical nature of visual perception and improves both the efficiency and accuracy of depth
estimation.

Specifically, for our diffusion model with a total of N DiT blocks, the first N/2 blocks constitute the
coarse stage with a larger patch size, while the remaining N/2 blocks (i.e., SP-DiT) form the fine
stage using a smaller patch size.

3.5 Implementation Details

In this section, we provide essential information about the model architecture details, depth normal-
ization, and training details.
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Table 1: Zero-shot relative depth estimation. Better: AbsRel ↓, δ1 ↑. Bold numbers are the best.
Our model outperforms other generative models on five benchmarks. Ours (512) represents 512×512
model, and Ours (1024) represents 1024× 768 model.

Type Method Training
Data

NYUv2 KITTI ETH3D ScanNet DIODE

AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑

D
is

cr
im

in
at

iv
e

DiverseDepth[87] 320K 11.7 87.5 19.0 70.4 22.8 69.4 10.9 88.2 - -
MiDaS[49] 2M 11.1 88.5 23.6 63.0 18.4 75.2 12.1 84.6 - -
LeReS[89] 354K 9.0 91.6 14.9 78.4 17.1 77.7 9.1 91.7 - -

Omnidata[13] 12M 7.4 94.5 14.9 83.5 16.6 77.8 7.5 93.6 - -
HDN[91] 300K 6.9 94.8 11.5 86.7 12.1 83.3 8.0 93.9 - -
DPT[48] 1.2M 9.8 90.3 10.0 90.1 7.8 94.6 8.2 93.4 - -

DepthAny. v2[82] 54K 5.4 97.2 8.6 92.8 12.3 88.4 - - 8.8 93.7
DepthAny. v2[82] 62M 4.5 97.9 7.4 94.6 13.1 86.5 6.5 97.2 6.6 95.2

G
en

er
at

iv
e

Marigold[34] 74K 5.5 96.4 9.9 91.6 6.5 96.0 6.4 95.1 10.0 90.7
GeoWizard[17] 280K 5.2 96.6 9.7 92.1 6.4 96.1 6.1 95.3 12.0 89.8
DepthFM[20] 74K 5.5 96.3 8.9 91.3 5.8 96.2 6.3 95.4 - -

GenPercept[78] 90K 5.2 96.6 9.4 92.3 6.6 95.7 5.6 96.5 - -
Lotus[23] 54K 5.4 96.8 8.5 92.2 5.9 97.0 5.9 95.7 9.8 92.4
Ours (512) 54K 4.3 97.4 8.0 93.1 4.5 97.7 4.5 97.3 7.0 95.5

Ours (1024) 125K 4.1 97.7 7.0 95.5 4.3 98.0 4.6 97.2 6.8 95.9

Model architecture details. In our implementation, we use a total of N = 24 DiT blocks, each
operating at a hidden dimension of D = 1024. The first 12 blocks are standard DiT blocks with a
patch size of 16, corresponding to (H/16)× (W/16) tokens for an input of size H ×W . After the
12th block, we employ an MLP layer to expand the hidden dimension by a factor of 4, followed by
reshaping to obtain (H/8)× (W/8) tokens. The remaining 12 SP-DiT blocks then further process
these (H/8)× (W/8) tokens. Finally, we employ an MLP layer followed by a reshaping operation
to transform the processed tokens into an H ×W depth map. In contrast to prior monocular depth
models, such as Depth Anything and Depth Pro, our model does not rely on any convolutional layers.

Depth normalization. The ground truth depth values are normalized to match the scale expected
by the diffusion model. Before normalization, we convert the depth values into log scale to ensure
a more balanced capacity allocation across both indoor and outdoor scenes. Specifically, we apply
the transformation d̃ = log(d+ ϵ), where d̃ denotes the transformed depth, d is the original depth
value, and ϵ is a small positive constant (e.g., 1) to ensure numerical stability. We then normalize the
log-scaled depth d̃ using:

d̂ =
d̃− dmin

dmax − dmin
− 0.5, (8)

where dmin and dmax are the 2% and 98% depth percentiles of each map, respectively.

Training details. We train two variants of the diffusion model at different resolutions: one at
512× 512 and the other at 1024× 768. We train all models on 8 NVIDIA GPUs with a per-GPU
batch size of 4, using the AdamW optimizer with a constant learning rate of 1× 10−4. The training
loss is the MSE loss between the predicted and true velocity, as shown in Equation 3, and the gradient
matching loss, which is adopted from [82].

4 Experiments

4.1 Experimental Setup

Training datasets. Our objective is to estimate pixel-perfect depth maps, which, when converted to
point clouds, are free of flying pixels and geometric artifacts. To achieve this, it is essential to train
on datasets with high-quality ground truth point clouds. We adopt Hypersim [50], a photorealistic
synthetic dataset with accurate and clean 3D geometry, which contains approximately 54K samples,
to train the 512 × 512 model. For the 1024 × 768 model, we additionally leverage four datasets,
UrbanSyn [19] (7.5K), UnrealStereo4K [62] (8K), VKITTI [5] (25K), and TartanAir [71] (30K), to
further enhance the model’s generalization and robustness.
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Table 2: Ablation studies on five zero-shot benchmarks. All metrics are presented in percentage
terms, bold numbers are the best. Inference time was tested on an RTX 4090 GPU. All results were
obtained using the 512× 512 model.

Method NYUv2 KITTI ETH3D ScanNet DIODE Time(s)
AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑

DiT (vanilla) 22.5 72.8 27.3 63.9 12.1 87.4 25.7 65.1 23.9 76.5 0.19

SP-DiT 4.8 96.7 8.6 92.2 4.6 97.5 6.2 94.8 8.2 94.1 0.20
SP-DiT+Cas-DiT 4.3 97.4 8.0 93.1 4.5 97.7 4.5 97.3 7.0 95.5 0.14

Evaluation setup. Following the majority of previous depth estimation models [34, 17, 23], we
evaluate the zero-shot relative depth estimation performance on five real-world datasets: NYUv2 [58],
KITTI [18], ETH3D [56], ScanNet [11], and DIODE [63], covering both indoor and outdoor scenes.
To assess the quality of depth estimation, we adopt two widely-used evaluation metrics: Absolute
Relative Error (AbsRel) and δ1 accuracy. To demonstrate that our model generates point clouds
without flying pixels, we convert the estimated depth maps into 3D point clouds and evaluate them
using the proposed edge-aware metric. For simplicity, the majority of quantitative evaluations are
conducted using the 512 × 512 model. We employ the 1024 × 768 model for the quantitative
evaluations in Table 1 as well as for qualitative comparisons.

4.2 Ablations and Analysis

Component-wise ablation analysis. We adopt the vanilla DiT [45] model as our baseline and
conduct ablations on our proposed modules. Quantitative results are shown in Table 2. Directly
performing diffusion generation in high-resolution pixel space is highly challenging due to substantial
computational costs and optimization difficulties, leading to significant performance degradation. As
illustrated in Figure 6, the baseline model struggles with preserving global semantics and generating
fine-grained visual details. In contrast, the proposed Semantics-Prompted DiT (SP-DiT) addresses
these challenges, achieving significantly improved accuracy, for example, a 78% gain on the NYUv2
AbsRel metric. We further introduce a novel Cascaded DiT Design (Cas-DiT) that progressively
increases the number of tokens. This coarse-to-fine design not only significantly improves efficiency,
for example, reducing inference time by 30% on an RTX 4090 GPU, but also better models global
context, leading to noticeable gains in accuracy.

Ablations on vision foundation models (VFMs). We evaluate the performance of SP-DiT using
pretrained vision encoders from different VFMs, including MAE [24], DINOv2 [44], Depth Anything
v2 [82], and VGGT [65], as illustrated in Table 3. All of them significantly boost performance.

4.3 Zero-Shot Relative Depth Estimation

To evaluate our model’s zero-shot generalization, we compare it with recent depth estimation mod-
els [82, 4, 34, 23, 20] on five real-world benchmarks. As shown in Table 1, our model outperforms
all other generative depth estimation models for all evaluation metrics. Unlike previous generative
models, we do not rely on image priors from a pretrained Stable Diffusion [51] model. Instead,
our diffusion model is trained from scratch and still achieves superior performance. Our model
generalizes well to a wide range of real-world scenes, even when trained solely on synthetic depth
datasets. Visual comparisons are shown in Figure 4, our model (1024) preserves more fine-grained
details than Depth Anything v2 [82] and MoGe 2 [70]. Moreover, it demonstrates significantly higher
robustness than Depth Pro [4], especially in challenging regions with complex textures, cluttered
backgrounds, or large sky areas.

4.4 Edge-Aware Point Cloud Evaluation

Our objective is to estimate pixel-perfect depth maps that yield clean point clouds without flying pixels,
which often occur at object edges due to inaccurate depth predictions in these regions. However,
existing evaluation benchmarks and metrics often struggle to reflect flying pixels at object edges. For
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Table 3: Ablation studies on Vision Foundation Models (VFMs). Note that we only utilize a
pretrained encoder from these VFMs, such as a 24-layer ViT from DINOv2 or Depth Anything v2.

VFM Type NYUv2 KITTI ETH3D ScanNet DIODE

AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑
w/o SP-DiT 22.5 72.8 27.3 63.9 12.1 87.4 25.7 65.1 23.9 76.5
SP-DiT (MAE [24]) 6.4 95.0 14.4 84.9 7.3 94.8 7.7 92.5 11.6 91.3
SP-DiT (DINOv2 [44]) 4.8 96.4 9.3 91.2 5.6 96.2 5.1 96.9 9.2 93.5
SP-DiT (VGGT [65]) 4.7 96.7 7.6 94.1 4.1 97.8 3.8 98.0 7.8 94.9
SP-DiT (DepthAny. v2 [82]) 4.3 97.4 8.0 93.1 4.5 97.7 4.5 97.3 7.0 95.5

Table 4: Edge-aware point cloud evaluation. Our model achieves the best performance on the
high-quality Hypersim test set. To further verify that VAE compression leads to flying pixels, we
evaluate the ground truth depth maps after VAE reconstruction, denoted as GT(VAE).

Marigold[34] GeoWizard[17] DepthAny. v2[82] DepthPro[4] GT(VAE) Ours

Chamfer Dist.↓ 0.17 0.16 0.18 0.14 0.12 0.08

example, benchmarks like NYUv2 or KITTI usually lack edge annotations, while metrics such as
AbsRel and δ1 are dominated by flat regions, making it difficult to assess depth accuracy at edges.

To address these limitations, we evaluate on the official test split of the Hypersim [50] dataset, which
provides high-quality ground-truth point clouds and is not used during training. We further propose an
edge-aware point cloud metric that quantifies depth accuracy at edges. Specifically, we extract edge
masks from ground-truth depth maps using the Canny operator and compute the Chamfer Distance
between predicted and ground-truth point clouds near these edges.

Quantitative results in Table 4 show that our method achieves the best performance. Discriminative
models like Depth Pro [4] and Depth Anything v2 [82] tend to smooth edges, causing flying pixels.
Generative models such as Marigold [34] rely on VAE compression, which blurs edges and details,
causing artifacts in the reconstructed point clouds. To illustrate this, we encode and decode the
ground-truth depth using a VAE (GT(VAE)), without any generative process. Table 4 and Figure 2
show that VAE compression introduces flying pixels, leading to a larger Chamfer Distance than ours.

5 Conclusion

We presented Pixel-Perfect Depth, a monocular depth estimation model that leverages pixel-space
diffusion transformers to produce high-quality, flying-pixel-free point clouds. Unlike prior generative
depth models that rely on latent-space diffusion with a VAE, our model performs diffusion directly in
the pixel space, avoiding flying pixels caused by VAE compression. To tackle the complexity and
optimization challenges of pixel-space diffusion, we introduce Semantics-Prompted DiT and Cascade
DiT Design, which greatly boost performance. Our model significantly outperforms prior models in
edge-aware point cloud evaluation.

Limitations and future work. This work has two known limitations. First, like most image-
based diffusion models, it lacks temporal consistency when applied to video frames, resulting in
a little flickering depth across frames. Second, its multi-step diffusion process leads to slower
inference compared to discriminative models like Depth Anything v2. Future works can address
these limitations by exploring video depth estimation methods [57, 31, 80, 6, 33] to improve temporal
consistency and adopting DiT acceleration strategies to speed up inference.
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Figure 7: Qualitative comparisons with MoGe [69]. Top: input images are taken from four test
sets: Hypersim [50], DIODE [63], ScanNet [11], and ETH3D [56]. Middle: results of MoGe [69].
Bottom: our results. As a discriminative model, MoGe [69], like other discriminative models [82, 4],
also suffers from flying pixels at edges and details.

Table 5: Quantitative comparisons with REPA [90]. Our model significantly outperforms
REPA [90]. To ensure a fair comparison, the pretrained vision encoder used in both DiT+REPA and
DiT+Ours is kept the same.

Method NYUv2 KITTI ETH3D ScanNet DIODE

AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑
DiT (vanilla) 22.5 72.8 27.3 63.9 12.1 87.4 25.7 65.1 23.9 76.5
DiT+REPA [90] 17.6 78.0 23.4 70.6 9.1 91.2 20.1 74.3 14.6 86.9
DiT+Ours 4.3 97.4 8.0 93.1 4.5 97.7 4.5 97.3 7.0 95.5

A Qualitative Comparisons with MoGe

We provide qualitative comparisons of reconstructed point clouds, as shown in Figure 7. MoGe [69],
as a discriminative model, suffers from flying pixels at edges and fine structures, a common issue
observed in other discriminative models [82, 4]. Our model produces significantly fewer flying pixels
compared to MoGe [69].

B Additional Discussion with REPA

We provide an additional discussion on the recent image generation method REPA [90]. REPA [90]
aligns intermediate tokens in diffusion models with pretrained vision encoder, significantly improving
training efficiency and generation quality for image generation tasks. We compare our method with
REPA [90], and the quantitative evaluation results are presented in Table 5. DiT+REPA refers to
training the DiT model with REPA’s representation alignment, while DiT+Ours denotes training
the DiT model using our Semantics-Prompted DiT. For a fair comparison, the pretrained vision
encoder used in both DiT+REPA and DiT+Ours is kept the same. Experimental results show that our
Semantics-Prompted DiT significantly outperforms REPA [90]. We attribute our model’s superiority
over REPA to two factors. First, during training, REPA’s implicit alignment of DiT tokens with the
pretrained vision encoder is suboptimal, making it difficult for DiT to effectively leverage semantic
prompts from the pretrained vision encoder. In contrast, our Semantics-Prompted DiT directly
integrates semantic cues, resulting in more effective prompts. Second, at inference, REPA cannot
leverage the pretrained vision encoder to provide semantic prompts, whereas our method effectively
incorporates high-level semantics into the Semantics-Prompted DiT during inference to prompt the
diffusion process.
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Table 6: Runtime comparison on RTX 4090 GPU. The runtime is measured using the 512× 512
model with 4 denoising steps.

Depth Anything v2 [82] DepthPro [4] PPD-Large PPD-Small

Time (ms) 18 170 140 40

Table 7: Quantitative comparisons between PPD-Large and PPD-Small.

Method NYUv2 KITTI ETH3D ScanNet DIODE

AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑ AbsRel↓ δ1↑
PPD-Small 4.5 97.3 8.3 92.8 4.6 97.4 4.7 97.2 7.3 95.3
PPD-Large 4.3 97.4 8.0 93.1 4.5 97.7 4.5 97.3 7.0 95.5

C Analysis of Flying Pixels in Different Types of VAEs

To better understand the emergence of flying pixels in VAE-based reconstructions, we analyze VAEs
with different latent dimensions (i.e., channel) by using them to reconstruct ground truth depth maps.
Figure 8 shows that both VAE variants exhibit flying pixels at object edges and details, revealing a
common weakness of VAE reconstructions in preserving precise geometric structures. VAE-d4 (SD2)
denotes the reconstruction of ground truth depth maps using the VAE from Stable Diffusion 2, with a
latent dimension of 4, which is also used in Marigold [34]. VAE-d16 (SD3.5) uses the VAE from
Stable Diffusion 3.5, which has a latent dimension of 16.

D Efficiency and Lightweight Variant

Our Pixel-Perfect Depth (PPD) model is slower than Depth Anything v2 [82] owing to the multi-
step diffusion process, but its inference time remains comparable to Depth Pro [4], as shown in
Table 6. To further accelerate inference, we develop a lightweight variant, PPD-Small, which achieves
substantially faster runtime with only marginal accuracy loss, as shown in Table 7. In contrast to
PPD-Large, PPD-Small is built upon DiT-Small with a reduced number of parameters, making it
more suitable for efficient inference.

VAE-d4 (SD2) OursImage VAE-d16 (SD3.5) 

Figure 8: Validation of flying pixels in different types of VAEs. We present further qualitative
comparisons showing that increasing the latent dimension in VAEs fails to eliminate flying pixels.
VAE-d4 (SD2) denotes the reconstruction of ground truth depth maps using the VAE from Stable
Diffusion 2, with a latent dimension of 4, which is also used in Marigold. VAE-d16 (SD3.5) uses the
VAE from Stable Diffusion 3.5, which has a latent dimension of 16.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly present the core contributions of the
paper, which are subsequently supported by experimental results in the main body.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our model in the Conclusion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not contain formal theoretical results or proofs. The focus is
on the design, implementation, and empirical evaluation of the proposed method.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides sufficient implementation details to reproduce the main
experimental results, including model architecture, training settings, datasets, evaluation
metrics, and ablation studies. We also plan to release the code and models to further facilitate
reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The datasets used in our experiments are publicly available, ensuring accessi-
bility of the data. Although the code is not provided at submission time, we plan to release
the code, models, and detailed instructions to facilitate full reproducibility.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides comprehensive details on the experimental setup, including
dataset splits, hyperparameter settings and optimizer type.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We report quantitative metrics for the depth estimation task and provide
qualitative visualizations of the depth map and point clouds to demonstrate the effectiveness
of our method. However, the current experiments do not include error bars or formal
statistical significance analysis.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report the number of GPUs used during training. We provide the inference
time measured on an RTX 4090 GPU.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and confirm our research fully
complies with its principles. No ethical issues arise.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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Justification: This work primarily focuses on fundamental algorithm/model improvements
and technical methods. There are currently no direct or significant societal impacts associated
with the research; therefore, no discussion on positive or negative societal impacts is
included.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve the release of models or datasets that pose a high
risk of misuse. Therefore, no specific safeguards are necessary.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use publicly available datasets and pretrained models, all of which are
properly cited in the paper.

Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Although the assets (code and model weights) are not released at submission
time, we plan to release them upon acceptance. The released assets will be properly
documented, including usage instructions, license information, and known limitations. No
new datasets are introduced in this work.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing experiments or research with
human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve research with human subjects or crowdsourcing,
and therefore no IRB or equivalent ethical approval is required.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method of this research does not involve any important, original, or
non-standard usage of large language models (LLMs). Any use of LLMs was limited to
writing assistance and does not impact the scientific contributions of the paper.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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