ON THE INADEQUACY OF CKA AS A MEASURE OF SIMILARITY IN DEEP LEARNING
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ABSTRACT

Comparing learned representations is a challenging problem which has been approached in different ways. The CKA similarity metric, particularly its linear variant, has recently become a popular approach and has been widely used to compare representations of a network’s different layers, of similar networks trained differently, or of models with different architectures trained on the same data. CKA results have been used to make a wide variety of claims about similarity and dissimilarity of these various representations. In this work we investigate several weaknesses of the CKA similarity metric, demonstrating situations in which it gives unexpected or counterintuitive results. We then study approaches for modifying representations to maintain functional behaviour while changing the CKA value. Indeed we illustrate in some cases the CKA value can be heavily manipulated without substantial changes to the functional behaviour.

1 INTRODUCTION

In the last decade, increasingly complex deep learning models have taken over machine learning and have helped us solve, with remarkable accuracy, a multitude of tasks across a wide array of domains. Due to the size and flexibility of these models it has been particularly hard to study and understand exactly how they solve the tasks we use them on. A helpful framework for thinking about these models is that of representation learning, where we view artificial neural networks (ANNs) as learning internal representations of the input data that are progressively more expressive in terms of the input’s semantic information as we go deeper into the ANN layers. In practice, it is often of interest to analyze and compare the representations of multiple ANNs, however, the typically high dimensionality of ANN internal representation spaces makes this a fundamentally difficult task.

To address this problem, the machine learning community has tried finding meaningful ways to compare ANN internal representations and various representation (dis)similarity measures have been proposed. Recently, Centered Kernel Alignment (CKA) (Kornblith et al., 2019) was proposed and shown to perform significantly better on representation similarity “sanity checks” than past methods such as linear regression or CCA based methods (Raghu et al., 2017; Morcos et al., 2018). While CKA can capture different notions of similarity between points in representation space by using different kernel functions, it was empirically shown in the original paper that there are no real benefits in using CKA with a non-linear kernel over its linear counterpart. As a result, linear CKA has been the preferred representation similarity measure of the machine learning community in the past three years and all other similarity measures have been, for all practical purposes, retired. CKA has been utilized in a number of works to make conclusions regarding the similarity between different models and their behaviours such as wide versus deep ANNs (Nguyen et al., 2021) and transformer versus CNN based ANNs (Raghu et al., 2021). They have also been used to draw conclusions about transfer learning (Neyshabur et al., 2020) and catastrophic forgetting (Ramasesh et al., 2021).

However, very recent work has questioned CKA’s supremacy as a representation similarity measure by highlighting some of its shortcomings. In particular, Ding et al. (2021) demonstrated that CKA lacks sensitivity to changes that affect functional behaviour being unable to detect removal of principal components from the analyzed representations even when this removal significantly decreases probing accuracy. Williams et al. (2021) discussed how CKA does not respect the triangle inequality, which makes it problematic to use CKA values as a similarity measure in downstream analysis.
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Layer-wise comparison based on the value of the CKA between a generalized, memorized, and randomly populated network. This comparison reveals that early layers of these networks achieve relatively high CKA values.

Figure 1: A layer-wise comparison based on the value of the CKA between a generalized, memorized, and randomly populated network. This comparison reveals that early layers of these networks achieve relatively high CKA values.

Figure 2: The convolution filters within the first two layers of a generalized, memorized, and a randomly initialized network elucidates that the features are (1) drastically different, and (2) not equally useful despite the CKA results in Fig. 1.

3 EXPERIMENTS AND RESULTS

3.1 CKA Early Layer Results

CKA values are often treated as a surrogate metric to measure the usefulness and similarity of a network’s learned features when compared to another network (Ramagesh et al., 2021). In order to analyze this common assumption, we compare the features of: (1) a network trained to generalize on the CIFAR10 image classification task (Krizhevsky et al., 2009), (2) a network trained to “memorize” the CIFAR10 images (i.e. target labels are random), and (3) an untrained randomly initialized network (for network architecture and training details see the Appendix). As shown in Fig. 1, early layers of these networks should have very similar representations given the high CKA values. Under the previously presented assumption, one should therefore conclude that the learned features at these layers are relatively similar and equally valuable. However this is not the case, we can see in Fig. 2 that the convolution filters are drastically different across the three networks. Moreover, Fig. 2 elucidates that considerably high CKA similarity values for early layers, does not necessarily translate to more useful, or similar, captured features.

3.2 Sensitivity to Affine Transformations

We consider artificially generated representations $X \in \mathbb{R}^{n \times d}$ to which we apply affine transformations to obtain $Y \in \mathbb{R}^{n \times d}$. We generate $X$ by sampling 10K points uniformly from the
The first transformation we consider is translating the subset of representations sampled from the \(i\) layers (1K-dimensional unit cube centered at the origin and 10K points from a similar cube centered at \(0\)) as a function of the translation distance. The mean and standard deviation across 10 random instantiations of \(v\) the translation direction and \(M\) are shown. CKA value between a CNN’s internal representations of the CIFAR10 training set and modified versions where either a class is translated or a single point is translated as functions of the translation distance.

1K-dimensional unit cube centered at the origin and 10K points from a similar cube centered at \((1.1, 0, \ldots, 0)\) so the points from the two cubes are linearly separable along the first dimension.

The second transformation considered is a multiplication by a matrix \(M \in \mathbb{R}^{d \times d}\) whose elements are sampled from a Gaussian with mean \(\mu\) and standard deviation \(\sigma\). We verify the invertibility of \(M\) since it is not guaranteed and only keep invertible matrices. We show the CKA values between \(X\) and the transformed \(Y\) in Fig. [3]. Since this is an invertible linear transformation we would expect it to only modestly change the representations in \(X\) and the CKA value to be only slightly lower than 1. However, we observe that even for small values of \(\mu\) and \(\sigma\), CKA drops to 0, which would indicate that the two sets of representations are dissimilar and not linked by a simple transformation.

### 3.3 Constructing a low CKA similarity

We further experiment with CKA’s sensitivity to translations but in a more realistic setting, while preserving important semantic information. We consider the 9 layers CNN presented in Section 6.1 of [Kornblith et al. 2019] trained on CIFAR10. When trained on classification tasks, ANNs tend to learn increasingly complex representations of the input data that can be more or less linearly separated into classes by the last layer of the network. With this in mind, we argue that a relevant way in which two sets of representations can be “similar” in practice is if they are linearly separable by the same hyperplanes in parameter space, the same linear classifier can then correctly classify both sets of representations. Given \(X\), the network’s internal representations of 10k training images at the last layer before the output, we can create \(Y\) by translating examples corresponding to a certain class in a way that does not affect the linear separability of the representations. We use an SVM classifier to extract the hyperplanes in parameter space, which best separate the data (with approx. 91% success rate). We then translate a subset of the representations in a direction which will never cross these hyperplanes. We plot the CKA values between \(X\) and \(Y\) according to the translation distance in Fig. [3]. The CKA values quickly drop to 0, despite the existence of a linear classifier that can classify both sets of representations into the correct classes with > 90% accuracy.

In Fig. [3] we also examine linear CKA’s sensitivity to outliers. Plotted are the CKA values between the set of training set representations and the same representations but with a single point being translated far from its original location. While the translation distance needed to achieve low CKA values is relatively high, the fact that the position of a single point out of tens of thousands can so drastically influence the CKA value raises doubts about CKA’s effectiveness as a similarity metric.

### 3.4 Optimizing CKA Map

The CKA map, commonly used to analyze network architectures [Kornblith et al. 2019] and their inter-layers similarities, is a matrix \(M\), where \(M[i,j]\) is the CKA value between the activations of layers \(i\) and \(j\) of a network. We set to directly manipulate the CKA map of a trained network \(f_{\theta^*}\), by
adding the desired CKA map, $M_{\text{target}}$, to its optimization objective, while maintaining its original outputs via distillation loss (Hinton et al., 2015).

We further optimize $f_{\theta^*}$ over the training set $(X, Y)$ following the equation:

$$\theta^*_{\text{new}} = \arg\min_{\theta} \left( \mathcal{L}_{\text{distill}}(f_{\theta^*}(X), f_\theta(X)) + \lambda \mathcal{L}_{\text{map}}(M_{f_\theta(X)}, M_{\text{target}}) \right)$$

(3)

Where $\mathcal{L}_{\text{map}} = \sum_{i,j} \ln \cosh \left( M[i,j]_{f_\theta(X)} - M[i,j]_{\text{target}} \right)$. Fig. 4 shows the CKA map of $f_{\theta^*}$ along with the CKA map of three scenarios we investigated: (1) maximizing the CKA similarity between the 1st and last layer, (2) maximizing the CKA similarity between all layers, and (3) minimizing the CKA similarity between all layers (for network architecture and training details see Appendix). In cases (1) and (2), the network performance is barely hindered by the manipulations of its CKA map. This is surprising and contradictory to the previous findings (Kornblith et al., 2019; Raghu et al., 2021) as it suggests that it is possible to achieve a strong CKA similarity between early and later layers of a well-trained network. We further manipulated the CKA map of $f_{\theta^*}$ to produce a series of comical CKA maps (Fig. 5). Although the network CKA maps seen in Fig. 5 closely resemble their respective targets, it should be noted that we prioritized maintaining the network outputs, and ultimately its accuracy by choosing small $\lambda$ values in Eq. 3. Higher values of $\lambda$ results in stronger agreements between the target and network CKA maps at the cost of performance.

4 CONCLUSION

We continue a very recent line of research by showing situations in which linear CKA is inadequate as a representation similarity measure. Linear CKA attributes low similarity to sets of representations that are directly linked by simple affine transformations preserving important functional characteristics and it attributes high similarity to representations from very different networks. Furthermore, we can manipulate CKA to give arbitrarily low/high values while preserving functional behaviour. An important direction of improvement for our work is to theoretically study CKA’s sensitivity to some of the used transformations. We hope our work inspires ML researchers to also consider other similarity measures and potentially different data analysis and visualization algorithms when studying neural network representations as opposed to relying solely on CKA to draw conclusions. It would also be interesting to see whether or not results obtained using other methods of analysis would support scientific conclusions already established using linear CKA.
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5 Appendix

5.1 Network Architecture

In Sec. 3.1 we use a 9 layer neural network; the first 8 of these layers are convolution layers and the last layer is a fully connected layer used for classification. We use ReLU (Nair & Hinton, 2010) throughout the network. The kernel size of every convolution layer is set to (3, 3) except the first two convolution layers, which have (7, 7) kernels. All convolution layers follow a padding of 0 and a stride of 1. Number of kernels in each layer of the network, from the lower layers onward follows: [16, 16, 32, 32, 32, 64, 64]. In this network, every convolution layer is followed by batch normalization (Ioffe & Szegedy, 2015). The network we used in Sec. 3.4 is similar to the network we just described, except the kernel size for all layers are set to (3, 3).

5.2 Training Details

The models in Sec. 3.1 both the generalized and memorized network, were trained for 100 epochs using AdamW (Loshchilov & Hutter, 2017) optimizer with a learning rate (LR) of $1e^{-3}$ and a weight decay of $5e^{-4}$. The LR is follows cosine LR scheduler (Loshchilov & Hutter, 2016) with an initial LR stated earlier.

The training of the base model (original) model in Sec. 3.4 follows the same training procedure as of the models from Sec. 3.1 except in this setting we train the model for 200 epochs, with an initial LR of 0.01. All other models in Sec. 3.4 (with a target CKA map to optimize) are also trained with similar training hyperparameters to that of the base model, except the followings: (1) these models are only trained for 50 epochs. (2) the objective function includes a hyperparameter $\lambda$ (see Eq. 5), which we set to 100 for all models. (3) The cosine LR scheduler includes a warm-up step of 500 optimization steps. (4) the LR is set to $1e^{-3}$.