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Abstract

Existing approaches for topic-controllable sum-
marization either incorporate topic embeddings
or modify the attention mechanism. The in-
corporation of such approaches in a particular
summarization model requires the adaptation
of its codebase, a process that can be com-
plex and time-consuming. Instead, we pro-
pose a model-agnostic topic-controllable sum-
marization method employing a simple tagging-
based formulation that can effortlessly work
with any summarization model. In addition, we
propose a new topic-oriented evaluation mea-
sure to quantitatively evaluate the generated
summaries based on the topic affinity between
the generated summary and the desired topic.
Experimental results show that the proposed
tagging-based formulation can achieve similar
or even better performance compared to the
embedding-based approach, while being at the
same time significantly faster.

1 Introduction

The exponential rise in the volume of textual data
available through various sources, ranging from
social media to financial reports, makes it virtually
impossible for humans to digest all the important
information for their needs, without spending an
enormous amount of effort. Automatic summariza-
tion methods can mitigate this problem, by short-
ening texts to a more concise form (Nallapati et al.,
2016; Celikyilmaz et al., 2018; Liu and Lapata,
2020; Song et al., 2019).

Even though early methods had limited success
on this task, mainly focusing on extractive summa-
rization (Fang et al., 2017; Mao et al., 2019), the
advent of deep learning led to much more powerful
neural abstractive summarization (See et al., 2017,
Song et al., 2019; Dong et al., 2019; Lewis et al.,
2020; Zhang et al., 2020) methods. These methods
go beyond extracting unaltered sentences from the
input, allowing for generating the summary using

novel words and phrases that are not necessarily
part of the input text.

Despite the success of deep learning models,
there is often the need to go beyond delivering a
generic summary of the document, and instead pro-
duce a summary that focuses on a specific topic
that pertains to the user’s interests. For example,
a newswire article may discuss two topics, such
as sports and politics, yet the user may be inter-
ested only in the sports aspect. Existing topic-
controllable summarization models address this
need either by incorporating topic embeddings
into the model’s architecture (Krishna and Srini-
vasan, 2018) or by modifying the attention mech-
anism (Bahrainian et al., 2021). However, they
are restricted to very specific neural architectures
and it is not straightforward to use them with any
summarization model.

At the same time, there is no clear way to
evaluate such approaches, since there is no eval-
uation measure designed specifically for topic-
controllable summarization. Indeed, existing meth-
ods just use the typical ROUGE score (Lin, 2004)
for measuring the summarization accuracy and
then employ user studies to qualitatively evaluate
whether the topic of the generated summaries in-
deed matches the users’ needs (Krishna and Srini-
vasan, 2018; Bahrainian et al., 2021).

Based on the aforementioned observations, we
propose a model-agnostic topic-controllable sum-
marization method that can be effortlessly com-
bined with any neural architecture. Given a topic
labeled collection, the proposed method works by
first extracting keywords that are semantically re-
lated to the topic the user requested and employ-
ing special tokens to tag them before feeding the
document to the summarization model. Experimen-
tal results show that this can be an effective and
efficient way to influence summarization models
towards the users’ needs.

Furthermore, we propose a topic-aware evalu-



ation measure for quantitatively evaluating topic-
controllable summarization methods in an objec-
tive way without involving expensive and time-
consuming user studies. In particular, we propose
calculating prototype term weighting representa-
tions, namely tf-idf, of different topics, and then
calculating the cosine similarity between the gener-
ated summaries and the prototype topic vectors.

The contributions of this paper can be summa-
rized as follows:

* We propose a simple, yet effective and effi-
cient model-agnostic way to perform topic-
controllable summarization.

e We adapt an existing topic-controllable
method to work with Transformer-based ar-
chitectures, scaling up from existing RNN-
based formulations, establishing a strong, yet
computationally demanding baseline for topic-
oriented summarization.

* We propose a topic-oriented measure to quan-
titatively evaluate the generated summaries
without the need for resorting to human stud-
ies.

* We provide an extensive empirical evaluation
as well as a zero-shot experimental evalua-
tion, demonstrating both the generality of the
proposed method, as well as its effectiveness.

The rest of the paper is organized as follows.
In Section 2 we review the existing topic-oriented
summarization related literature. In Section 3 we
introduce the proposed methods while in Section 4
we provide the experimental results. Finally, con-
clusions are drawn and interesting feature research
directions are discussed in Section 5.

2 Topic-oriented Summarization

Methods for topic-oriented summarization belong
to two broader categories: a) methods that em-
ploy topical information to enhance the quality of
the generated summaries and b) topic-controllable
methods that use topical information to control the
output of the generated summaries.

2.1 Improving summarization using topical
information

The integration of topic modeling into summariza-
tion models has been initially used in the literature
to improve the quality of existing state-of-the-art

models (Ailem et al., 2019; Wang et al., 2020; Liu
and Yang, 2021). Statistical topic models such
as Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) or Poisson Factor Analysis (PFA) (Zhou
et al., 2012) are used to supply summarization mod-
els with global topic semantics, allowing the gener-
ation of more coherent and consistent summaries.

Ailem et al. (2019) use LDA to influence the
model to generate summaries based on both the
input text and the underlying document topics and
as a result to improve the quality of the gener-
ated summary. To achieve this, the decoder of
a pointer generator network is enhanced with the
information of the latent topics that are derived
from an LDA model. Thus, the integration of
topic modeling can capture hidden semantic struc-
tures based on word co-occurrences, allowing the
model to generate better summaries conditioned
on a more global context. Similar methods have
been applied by Wang et al. (2020) using PFA with
a plug-and-play architecture that can be adapted
to any Transfomer-based model. This architec-
ture consists of 3 independent modules: Semantic-
informed attention (SIA), Topic Embedding with
Masked Attention (TEMA), and Document-related
modulation (DRM). SIA is embedded as an addi-
tional head into the multi-head attention mecha-
nism. This added head is extracted from a fixed
semantic-similarity attention matrix for each topic.
TEMA uses topic embeddings as an additional de-
coder input based on the top-n topics from the input
document. Since a topic can be represented as a
distribution over all the tokens from the vocabulary,
topic embeddings can be derived from a mixture of
all the corresponding token embeddings. Finally,
DRM is used to modulate a hidden layer for each
decoder adding a topic feature bias vector.

Liu and Yang (2021) propose to enhance summa-
rization models using an Extreme Multi-Label Text
Classification (XMTC) model to improve the con-
sistency between the underlying topics of the input
document and the summary, leading to summaries
of higher quality.

Even though Wang et al. (2020) refers to the
potential of controlling the output conditioned on
a specific topic using GPT-2 (Radford et al., 2019)
with TEMA, all the aforementioned approaches
are focused on improving the accuracy of existing
summarization models.



2.2 'Topic-controllable summarization
methods

Some steps towards controlling the output of a
summarization model conditioned on a thematic
category have been made by Krishna and Srini-
vasan (2018) proposing a controllable summariza-
tion setting that builds upon the pointer generator
network (See et al., 2017). The topical informa-
tion is integrated into the model as a topic vector,
which is then concatenated with each of the word
embeddings of the input text. Each topic vector
is computed as a Bag of Words (BoW) representa-
tion that is derived from Vox Dataset (Vox Media,
2017), a news dataset that contains articles from
185 different news topics.

Krishna and Srinivasan (2018) created a
topic-oriented training dataset that builds upon
CNN/DailyMail as follows. First, the dot-product
between the BoW representation of the summary
and all the BoW topic representations is computed.
The topic with the highest similarity is assigned to
the corresponding article while articles with more
than one dominant topic are discarded. All the
topic-assigned articles are used to compile a tem-
porary intermediate dataset. To create the topic-
oriented dataset, two articles a1 and ay with dif-
ferent topics, are randomly selected from the in-
termediate dataset. A new article a’ is created
by sequentially selecting sentences from both arti-
cles. The new article o’ is assigned with the sum-
mary from one out of two selected articles and the
same process is repeated to create a new article
a” which is now assigned with the remaining sum-
mary. Then, the initially selected articles a; and a2
are discarded from the intermediate dataset. This
process is continued until there are no articles in
the intermediate dataset or all the remaining arti-
cles belong to the same topic. Finally, the new
topic-oriented dataset consists of super-articles that
discuss two distinct topics but are assigned each
time with one of the corresponding summaries so
the model learns to distinguish the most important
sentences for the corresponding topic during train-
ing.

Recently, Bahrainian et al. (2021) propose to
incorporate the topical information from each doc-
ument to modify the attention mechanism of the
pointer generator network (See et al., 2017). The
modification of the attention mechanism is intro-
duced as topical attention generated by an LDA
model. More specifically, each word is represented

as a topic vector that is derived from LDA and then
is combined with the original attention weights of
the model to compute the final attention weights. It
is important to note that even though the model is
trained with the topical attention mechanism during
training, no topical information is used during infer-
ence. Thus, the aforementioned method allows for
controlling the topic of the generated summary only
from the perspective of the restriction of unwanted
topics during training, contrary to the proposed
method, which allows for guiding the generation
towards a topic, during inference.

3 Contributions

In this section, we present the main contributions
of this paper. More specifically, we introduce
two different topic-controllable methods to guide
the summary generation towards a specific topic:
a) tagging-based formulation and b) embedding-
based formulation. We also present the proposed
topic-oriented similarity measure which is used for
evaluating the topic affinity between the desired
topics and the generated summaries.

3.1 Tagging-based formulation

The proposed tagging-based method employs a triv-
ial, yet effective mechanism to shift the summary
generation towards the desired topic, assuming the
existence of a set of representative terms for each
thematic category. More specifically, after lemma-
tization, the most representative words for the de-
sired topic are tagged with special tag tokens before
feeding to the summarization model. As demon-
strated in Section 4, this can be an effective way
to intuitively guide the model towards the tagging
words during both training and inference.

To apply this mechanism, a topic-oriented train-
ing set is required. However, this is not a straight-
forward process due to the lack of appropriate topic-
oriented summarization datasets. Indeed, there are
no existing datasets for summarization that con-
tain multiple summaries for each input document,
according to the different topical aspects of the
text (Krishna and Srinivasan, 2018). Thus, we
adopt the same approach with (Krishna and Srini-
vasan, 2018) to create a topic-oriented dataset that
builds upon the CNN/DailyMail (Hermann et al.,
2015). We apply the tagging mechanism to each
document of the topic-oriented dataset according to
the assigned topic of the corresponding summary.
More specifically, for each document of the com-



piled dataset, we tag the terms that belong to the
intersection of words between the lemmatized doc-
ument and the top-N most representative terms for
the corresponding topic.

The most representative words can be extracted
either by simple prototype term weighting represen-
tations such as BoW or tf-idf, statistical topic mod-
eling algorithms such as Labeled LDA (Ramage
etal., 2009) or even more sophisticated keyword ex-
traction models (Ding and Luo, 2021; Liang et al.,
2021). In this work, we use tf-idf to demonstrate
the efficacy of our method, even when a simple
mechanism is employed.

More specifically, we use tf-idf to extract docu-
ment representations and then calculate the topical
vectors. Given a corpus D, we can represent a doc-
ument d as a vector xg which contains the tf-idf
scores for each term of the document. The tf-idf
score for each term ¢ of a document d, belonging
to a corpus D, is computed as:

Tt = tf(ta da D) X de(t7D)7 (D

where ¢ f(t,d, D) indicates the number of times
that term ¢ appears in document d, while idf (¢, D)
indicates the inverse document frequency of term ¢
in corpus D which is computed as follows:
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where df (t,d) is the frequency of term ¢ in D.
Note that the length of each tf-idf vector is equal to
the size of the vocabulary V' of the corpus D, i.e.,
x4 € RV, where |V| denote the cardinality of the
vocabulary V. Finally, we normalized the extracted
vectors to have unit length as:
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where ||x||2 is the l2 norm of the vector x.

Then, given a topic-assigned collection of doc-
uments &X', we can follow the aforementioned pro-
cedure to extract a topical vector representation y.
for each topic ¢, by grouping together documents
of the same topic and averaging their tf-idf repre-
sentation as follows:
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The topical vector extraction is summarized in
Figure 1.

Table 1: Representative terms for topics from 2017
KDD Data Science+Journalism Workshop (Vox Media,
2017)

Topic Terms
Politics policy, president, state, political,
vote, law, country, election
Sports game, sport, team, football, fifa,
nfl, player, play, soccer, league
Health Care patient, uninsured, insurer, plan,
coverage, care, insurance, health
Education student, college, school, educa-
tion, test, score, loan, teacher
Movies film, season, episode, show,
movie, character, series, story
Space earth, asteroid, mars, comet, nasa,

space, mission, planet, astronaut

Finally, we extract the top-/N most important
terms for each topic according to the top tf-idf
scores of each topical vector. An example of some
indicative representative words for a number of
topics in a topical corpus is shown in Table 1.

Given the set of representative words for each
topic, a document, and the desired topic, the tag-
ging mechanism works as follows:

1. All the words of the input document are lem-
matized to their roots.

2. We identify the common words between the
existing lemmatized tokens and the represen-
tative words for the desired topic.

3. Finally, we tag each token of the input docu-
ment with a special token, i.e., [TAG], only if
the lemmatized form of this token is contained
in the set of the most representative words for
the corresponding topic.

For example, suppose that we pre-process the
sentence below, as a part of an input document,
from which we aim to guide the generation towards
the topic “Business & Finance”.

“By one estimate, American individuals
and businesses together spend 6.1 bil-
lion hours complying with the tax code
every year.”
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Figure 1: Topical vector extraction using tf-idf scores, given a topic-assigned document collection. First, we calculate
tf-idf scores for each document. Then, documents of the same topic are grouped and their tf-idf representation is

averaged.

Following the aforementioned procedure, we
will enclose with special tokens, the words “busi-
nesses”, “billion” and “tax” since they belong to
the set of the most representative words for the
desired topic.

During training, the model learns to intuitively
give more “attention” to the tagged words and as a
result shift the generation towards the desired topic.
The tagging mechanism can be used during infer-
ence to guide the summary generation towards the
user-requested topic provided by any set of repre-
sentative terms. Also, since this method does not
affect the architecture of the summarization model,
it can easily be applied to any model’s architecture.

3.2 Embedding-based formulation

To establish a strong baseline for comparing the
tagging-based method with existing methods in
the literature, we adapted the method proposed
in Krishna and Srinivasan (2018) to work with
Transformer-based architectures. As described in
Section 2, Krishna and Srinivasan (2018) use a
pointer generator network (See et al., 2017) to con-
catenate topic embeddings with token embeddings
allowing for generating topic-oriented summaries.
The topic embeddings are represented as one-hot
encoding vectors with a size equal to the number
of the total topics. During training, the model takes
as inputs the corresponding topic embedding along
with the input document.

However, this method cannot be directly applied
to pre-trained Transformer-based models due to
the different shapes of initialized weights of the
word and position embeddings. Unlike RNNGs,
Transformer-based models are typically trained for
general tasks and then fine-tuned with less data for

more specific tasks like Summarization. Thus, the
architecture of a pre-trained model is already de-
fined and cannot be altered easily to initialize the
pre-trained model’s weights with the exact same
shape of the concatenated word and topic embed-
dings. Another option would be to initialize the
model from scratch with random weights with the
appropriate shape of the concatenated word and
topic embeddings but this would be very compu-
tationally demanding as it would require a large
amount of data and time for training.

To this end, instead of concatenation, we pro-
pose to sum the topic embeddings following the
same concept with positional encoding where token
embeddings are summed with positional encoding
representations to create an input representation
that contains the position information. Instead of
one-hot encoding embeddings, we use trainable em-
beddings allowing the model for optimizing them
accordingly during training. The topic embeddings
have the same dimensionality as the token embed-
dings.

To sum the trainable topic embeddings with to-
ken and positional embeddings, we modify the in-
put representation as follows:

% = WE(x;) + PE(i) + TE(i), (5

where WE, PE and TE are the word embeddings,
positional encoding and topic embeddings respec-
tively, for token z; in position .

Then, we use the same created topic-oriented
dataset from Krishna and Srinivasan (2018) to fine-
tune the summarization model for topic-oriented
summarization allowing for establishing a strong
comparison between the proposed tagging-based
method and the more powerful embedding-based



one.

3.3 Topic-focused evaluation measure

As explained in Section 1, there is currently no
structured way to evaluate the performance of topic-
oriented summarization methodologies. To this
end, we propose a new topic-oriented measure,
Summarization Topic Affinity Score (STAS), to
evaluate the generated summaries according to the
semantic similarity between the vector representa-
tion of the desired topic and the generated summary.
More specifically, we compute the similarity be-
tween the vector representation of the summary and
the vector representation of the desired topic, di-
vided by the maximum value of all the similarities
between the vector representation of the summary
and all the topic vector representations. Given the
vector of the target topic x; and the vector repre-
sentation of the predicted summary x5, STAS is
computed as follows:

s(Xs,X¢)
max{s(Xs, Xt;) : 4 = 1..N¢ }’
(6)
where Ny is the number of topic and s(xs, x;) indi-
cates the cosine similarity between the two vectors
x5 and x; which is computed as follows:

STAS (xs,%¢) =

XtXs
(X, Xs) = - (7
%2 11|
Thus, summaries that are similar to the requested
topic are rewarded while summaries that are dis-

similar are penalized.

4 Experimental Evaluation

In this section, we present the experimental results
of the proposed method. First, we introduce the
experimental setup used for the evaluation, includ-
ing the dataset generation procedure, the evaluation
metrics, and employed deep learning architectures.
Then, we proceed by presenting and discussing the
experimental evaluation using both the proposed
tagging-based method, as well as the embedding-
based method, appropriately adapted to work on
Transformers.

4.1 Experimental setup

Datasets and Evaluation Metrics In order to cre-
ate the topic-oriented dataset as described in Sec-
tion 3, we use the Vox Dataset (Vox Media, 2017),
which consists of 23,024 news articles of 185 dif-
ferent topical categories. We discarded topics with

relatively low frequency, i.e. lower than 20 articles,
as well as articles assigned to general categories
that do not discuss explicitly a topic, i.e. “The
Latest”, “Vox Articles”, “On Instagram” and “On
Snapchat”.

In the experiments, we investigate two different
setups: a) fine-tuning without pre-processing the
Vox dataset, keeping also noisy categories that do
not discuss a particular topic, and b) fine-tuning
after pre-processing the Vox dataset as described.
All summaries of the created dataset are assigned
with a topic according to the similarity between
the derived topical vector representations and the
vectorized summary. Thus, keeping noisy topics
might lead to false topic assignments to the training
summaries.

After pre-processing, we end up with 14,312
articles from 70 categories out of the 185 initial
topical categories. Then, following the same pro-
cedure as Krishna and Srinivasan (2018), we cre-
ate the topic-oriented dataset combining sentences
from article-pairs from the CNN/DailyMail (Her-
mann et al., 2015). We use the anonymized ver-
sion of CNN/Dailymail similar to See et al. (2017).
The final topic-oriented dataset consists of 132,766,
5,248, and 6,242 articles for training, validation,
and test, respectively. The average document and
summary length of the created dataset is 1,544 and
56 tokens, respectively.

All the tags for the tagging-based method were
applied to the dataset after lemmatization using
NLTK (Bird, 2006) based on the top- N=100 most
representative terms for each topic. We also use
the Vox Dataset (Vox Media, 2017) to extract the tf-
idf vector representations for each document in the
corpus. To this end, we employed the tf-idf vector-
izer provided by the Scikit-learn library (Pedregosa
etal., 2011).

All methods were evaluated using both the well-
known ROUGE (Lin, 2004) score, to measure the
quality of the generated summary, as well as the
proposed STAS measure.

Models and Training For all the conducted exper-
iments we have employed a BART-large (Lewis
et al., 2020) architecture, which is a transformer-
based model with a bidirectional encoder and an
auto-regressive decoder. BART-large consists of
12 layers for both encoder and decoder and 406M
parameters. We used the implementation provided
by Hugging Face for the BART-large architec-
ture (Wolf et al., 2020).



We fine-tune all the models for 100,000 steps
with a learning rate of 0.00003 and batch size
4 with early stopping on the validation set. We
use the established parameters for BART-large
architecture using label smoothed cross-entropy
loss (Pereyra et al., 2017) with the label smoothing
factor set to 0.1.

For all the experiments, we use PyTorch ver-
sion 1.10 and Hugging Face version 4.11.0. All
the models were trained using available GPUs in
Google Colab!, with approximate average training
runtime 9.5 and 18 hours for the tagging-based and
embedding-based method, respectively. Both data
and code will be publicly available.

4.2 Results

The evaluation results on the generated dataset
are shown in Table 2. We report results using
five different methods. First, we employ both the
generic Pointer Generation method (“PG”) (See
et al., 2017), as well as the topic-oriented PG
(“Topic-Oriented PG”) (Krishna and Srinivasan,
2018). We also use the generic BART (Lewis et al.,
2020) model (“BART”) fine-tuned on the regular
CNN/DailyMail dataset for summarization, as well
as both the adapted embedding-based formulation
(“BARTmp”) and the tagging-based formulation
(“BART,").

The experimental results reported in Table 2 for
the two different pre-processing setups indicate
that topic-oriented methods indeed perform signif-
icantly better compared to the baseline methods
that do not take into account the topic requested by
the user. Furthermore, the proposed BART-based
formulation significantly outperforms the generic
PG approach, regardless of the applied topic mech-
anism (BARTepp or BARTY,). Also, the proposed
tag-based mechanism seems to be more robust to
noise, leading to slightly better results when no
pre-processing is applied. On the other hand, when
the data are pre-processed, both the embedding and
the topic tagging approach lead to quite similar
results. However, as we further demonstrate later,
the proposed tagging method is significantly faster
than embedding-based approaches, leading to the
overall best trade-off between accuracy and speed.

The results of the inference time for both meth-
ods are shown in Table 3. The inference time of the
proposed method is significantly smaller, improv-
ing the performance of the model by almost one
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Table 2: Experimental results on the created topic-
oriented dataset based on CNN/DailyMail dataset. We
report f-1 scores for ROUGE-1 (R-1), ROUGE-2 (R-2)
and ROUGE-L (R-L).

R-1 R-2 R-L

PG (See et al., 2017) 26.8 9.2 24.5

BART (Lewis et al., 2020) 3046 11.92 20.57
Topic-Oriented PG (Krishna and Srinivasan, 2018)  34.1 136 312
Proposed BART ¢y, (all topics) 37.64 1694 26.20
Proposed BART ;s (all topics) 3794 17.21 2649
Proposed BART,gs (pre-processed topics) 39.30 18.06 27.49
Proposed BART ¢, (pre-processed topics) 40.15 18.53 28.06

order of magnitude. Indeed, the proposed method
can perform inference on 100 articles in less than
40 seconds, while the embedding-based formula-
tion requires more than 300 seconds for the same
task.

Table 3: Inference time for 100 articles. All numbers
are reported in seconds.

Tagging Inference Total time
BARTemp - 303.0 303.0
BART a5 7.1 32.0 39.1

In Table 4, we also provide an experimental eval-
uation using the proposed Summarization Topic
Affinity Score (STAS) measure. The effectiveness
of using topic-oriented approaches is further high-
lighted using the proposed method since the im-
provements acquired when applying the proposed
method are much higher compared to the ROUGE
score. Also, both the embedding and the tagging
method lead to similar results (~68.5%) using
STAS measure, even though the tagging approach
is significantly faster and easier to apply. Note that
when no pre-processing is used, the tagging-based
approach is more robust to noise, leading to a better
STAS score (49.65%) compared to the embedding-
based approach (46.70%).

4.3 Zero-shot experimental evaluation

The tagging mechanism allows the model to intu-
itively guide the summary generation according to
the tagged words of the desired topic which can
also be an effective way to generalize to unseen
topics. To demonstrate the efficacy of the tagging-
based model on unseen topics, we fine-tune the
BART model on the same training set of the cre-
ated topic-oriented dataset but removing 5% of the
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Table 4: Evaluation based on the proposed Summariza-
tion Topic Affinity Score (STAS).

STAS (%)
BART (Lewis et al., 2020) (all topics) 33.99
Proposed BART 1, (all topics) 46.70
Proposed BART s (all topics) 49.65
BART (Lewis et al., 2020) (pre-processed topics) 51.86
Proposed BART ;45 (pre-processed topics) 68.42
Proposed BART ¢, (pre-processed topics) 68.50

topics. More specifically, we randomly remove 3
topics out of the 70 topics (i.e., “Movies”, “Trans-
portation” and “Podcasts”) of the training set and
evaluate the model both on the test set of seen top-
ics and on the zero-shot test, which consists of 264
articles of unseen topics, as shown in Table 5.

Table 5: Experimental results on both test set with seen
topics and zero-shot test set with unseen topics. We
report STAS measure scores and f-1 scores for R-1, R-2
and R-L.

R-1 R-2 R-L  STAS (%)
BART,g (seen topics) ~ 38.31 17.27 26.48 68.21
BART ;g (unseen topics) 37.52 16.99 26.71 74.80

Even though the model has not seen the zero-
shot topics during training, it can successfully gen-
erate topic-oriented summaries for these topics
achieving similar results in terms of ROUGE-1
score (~38% for both test sets) and even better
results in terms of STAS measure on the zero-shot
test (~68%) compared to the test set with the seen
topics (~74%). This finding confirms the capa-
bility of the tagging-based method to generalize
successfully to unseen topics, provided that a set
of representative terms is given.

4.4 Examples of generated summaries

We present some examples generated by the
tagging-based model on the created dataset for dif-
ferent topics as shown in Table 6. Indeed, the pro-
posed model can shift the generation towards the
desired topic of the super-article which contains
different topics. Furthermore, the generation of
the summary according to the corresponding topic
is not affected by the presence of the other topic
which is also discussed in the input article.

Table 6: Generated summaries of our proposed tagging-
based model according to the two different topics of the
super-article containing articles of these topics. Part of
summaries is truncated due to size limitations.

Sports: Jenson Button and Fernando Alonso
failed to finish the Malaysian Grand Prix ... But-
ton lasted double the amount of time as his team-
mate.

Gun Violence: Adam Lanza killed his mother,
Nancy, inside the home before killing 20 first-
graders and six members of staff at Sandy Hook
Elementary School in 2012. ...

Transportation: Ford unveiled two prototype
electric bikes at Mobile World Congress in
Barcelona. ... The bikes are part of an experi-
ment by Ford called Angle on Mobility.
Neuroscience: Researchers from Bristol Uni-
versity measured biosonar bat calls to calculate
what members of group perceived as they for-
aged for food ...

5 Conclusions and Future Work

We proposed a model-agnostic topic-controllable
method that can work with any summarization
model to influence the summary generation towards
the desired topic. The proposed method works
by employing special tokens to tag semantically-
related words for each topic and then guide the
generation towards this topic. To establish a
strong baseline, we also adapt an existing topic-
controllable embedding-based method to a more
powerful Transformer-based model, scaling up
from traditional RNNs. We also proposed STAS, a
structured way to evaluate the generated summaries
according to the affinity of the requested topic with
the topic of the generated summary. Experimental
results under two different pre-processing setups
demonstrate that the proposed method can achieve
similar or even better performance than the adapted
embedding-based mechanism, while being signifi-
cantly faster and easier to apply.

Future research could examine other controllable
aspects, such as style (Fan et al., 2018) or enti-
ties (He et al., 2020). In addition, it would be very
interesting to extend the proposed method towards
working with any arbitrary topic, bypassing the re-
quirement of having a labeled document collection
of a topic to be able to guide the summary towards
this topic.
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