
Mitigating Gender Bias in Code Large Language Models
via Multi-Scales Model Editing

Anonymous ACL submission

Abstract001

With the innovation of model architecture and002
the establishment of high-quality code datasets,003
code large language models (LLMs) have de-004
veloped rapidly. However, since most training005
samples are unfiltered, code LLMs are influ-006
enced by toxic samples inevitably, thereby ex-007
hibiting social biases, with gender bias in rela-008
tion to profession being the most common. It is009
conceivable that services built on these codes010
will also contain gender bias in relation to pro-011
fession, and ultimately threaten the security012
and fairness of the services for people working013
in different professions. There is no previous014
work that specifically explores gender bias in015
relation to profession in code LLMs. To fill this016
gap, we propose a dataset named GenBiasPro-017
CG (Gender Bias in relation to Profession in018
Code Generation). In addition to this dataset,019
we also propose an evaluation metric named020
FBS (Factual Bias Score), which measures the021
degree of gender bias in relation to profession022
in code LLMs by analyzing the gap between023
the outputs of code LLMs and the real world.024
In mitigating gender bias in generative mod-025
els, model editing is considered a promising026
technique. However, existing model editing027
methods for debiasing face a variety of issues.028
Therefore, we develop a new model editing029
method named MSME (Multi-Scales Model030
Editing), which can be categorized based on031
the scale of adjusting model parameters into:032
layer, module, row, and neuron scales. Espe-033
cially at the neuron scale, we can fine-tune a034
minimal number of parameters in the model to035
achieve a good debiasing effect.036

1 Introduction037

Programming is a powerful and pervasive tool for038

problem-solving, which is cornerstone of various039

services. Recently, code large language models040

(LLMs), like Meta’s CodeLlama (Roziere et al.,041

2023) and Salesforce’s CodeGen (Nijkamp et al.,042

2023), have shown a remarkable capacity to gen-043

erate code by being pre-trained on extensive code- 044

bases (Hendrycks et al., 2021; Austin et al., 2021b; 045

Gu, 2023; Liu et al., 2024b). These code LLMs 046

show great promise across a range of services, in- 047

cluding front-end development (Friedman, 2021; 048

Si et al., 2024; Wu et al., 2024), back-end ser- 049

vices (Chen et al., 2021b; Wei, 2024), and data 050

processing (Zhou et al., 2024; Hong et al., 2024; 051

Qi and Wang, 2024). 052

Due to the fact that the majority of training cor- 053

pora for LLMs do not take into account social 054

biases in their filtering, these toxic samples may 055

influence LLMs’ values, leading to social biases 056

inevitably, among which gender bias in relation 057

to profession is the most severe(Bolukbasi et al., 058

2016; Blodgett et al., 2020; Nangia et al., 2020; 059

Nadeem et al., 2021; Gallegos et al., 2024). For- 060

tunately, existing studies can effectively alleviate 061

gender bias in general LLMs (Fu et al., 2022; Xie 062

and Lukasiewicz, 2023; Limisiewicz et al., 2023; 063

Yan et al., 2024). 064

However, few current studies focus on gender 065

bias in relation to profession in code LLMs, as 066

social biases in code are typically hidden within 067

complex algorithms and logic. This requires not 068

only programming and algorithmic knowledge 069

but also a deep understanding of relevant do- 070

mains (Hall and Ellis, 2023; Corliss, 2023). It 071

has been proven that serious gender bias also 072

exists in code LLMs. For example, given the 073

prompt: “find_outstanding_nurses(nurses, 074

gender):” under a 2-shots setting, there is a 075

73.32% probability that CodeGen-2B-mono (Ni- 076

jkamp et al., 2023) will classify women as 077

best_nurses, but for men, this probability is 1.19%. 078

If these gender biased code are widely spread, they 079

may affect the fairness of certain software, and then 080

harm specific groups of people. (Liu et al., 2023b; 081

Huang et al., 2023). We urgently need to find ways 082

to evaluate and mitigate gender bias in relation to 083

profession in code LLMs. 084
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The current researches are insufficient in eval-085

uating and mitigating gender bias in code LLMs.086

In terms of evaluating the gender bias in relation087

to profession in code LLMs, Liu et al. (Liu et al.,088

2023b) quantify social biases by using judgmental089

modifiers and demographic dimensions. However,090

this approach requires additional training of a dis-091

criminator to determine whether the generated code092

contains gender bias. Huang et al. (Huang et al.,093

2023) employs a bias testing framework that uses094

Abstract Syntax Trees (AST) to extract and ana-095

lyze potential biases in code generation. However,096

this method is not generalizable enough, as gener-097

ated code with poor quality can lead to extraction098

failures. In terms of mitigating the gender bias099

in relation to profession in code LLMs, Huang et100

al. (Huang et al., 2023) mitigate gender bias in code101

LLMs by using CoT (Wei et al., 2023). Unlike the102

traditional debiasing methods, recently proposed103

model editing techniques (Wang et al., 2023; Yao104

et al., 2023), which aim to update the factual knowl-105

edge stored in models, could be the new direction106

for mitigating gender bias within code LLMs.107

Considering the above aspects, we make the fol-108

lowing efforts in this paper:109

First, due to significant bias between gender and110

specific professions, such as the subconscious as-111

sumption that men are more suitable for computer112

programming and women are more suitable for113

homemaker (Bolukbasi et al., 2016), we construct114

a benchmark named GenBiasPro-CG to evaluate115

the degree of gender bias in relation to profession in116

code LLMs. Specifically, we use a template-based117

method to generate the GenBiasPro-CG, whose118

scale has reached 4K and covers 320 common pro-119

fessions in daily life.120

Second, based on the GenBiasPro-CG, we fur-121

ther propose an evaluation metric named FBS. Un-122

like traditional binary social bias evaluation met-123

rics, such as CBS (Huang et al., 2023; Liu et al.,124

2023b), the FBS does not favor absolute fairness125

but rather prefers to quantify the fitness between126

code LLMs’ outputs and the real gender distribu-127

tions with specific professions.128

Third, we propose a model editing method129

named MSME to mitigate the degree of gender130

bias in relation to profession in code LLMs. In131

detail, following the Locating&Editing paradigm132

(Meng et al., 2022), we firstly identify partial code133

LLMs’ parameters related to gender bias in relation134

to profession across 4 different scales: layer scale,135

module scale, row scale, and neuron scale. Then,136

we fine-tune the parameters of the various scales 137

located above using a specially designed loss, in 138

order to effectively mitigate the gender bias in rela- 139

tion to profession in Code LLMs while maintaining 140

LLMs’ general code generation capabilities. 141

In summary, the primary contributions of this 142

paper are: 143

• We propose a benchmark named GenBiasPro- 144

CG to evaluate the degree of gender bias in 145

relation to profession in code LLMs. The 146

GenBiasPro-CG is very rich, covering 320 147

common professions. 148

• We propose an evaluation metric named FBS. 149

Unlike traditional binary evaluation metrics 150

for gender bias, the FBS can better reflect the 151

fitness between code LLMs’ outputs and the 152

real gender distributions with specific profes- 153

sions. 154

• We propose a model editing method name 155

MSME, which follows the Locating&Editing 156

paradigm and can identify and adjust partial 157

parameters related to gender bias in relation to 158

profession in the code LLMs across 4 different 159

scales (layer, module, row and neuron). 160

2 RELATED WORK 161

2.1 Measuring Social Bias in Code LLMs 162

With the rapid development of code LLMs, in order 163

to achieve more benign and harmless code LLMs, 164

an increasing number of researchers are beginning 165

to focus on how to assess and quantify the level 166

of social bias in code LLMs. Liu et al. (2023b) 167

design a new code prompt construction paradigm. 168

By constructing function signatures that include 169

judgmental modifiers (such as ’disgusting’) and de- 170

mographic dimensions (such as ’ethnicity’), they 171

successfully trigger social biases in the generated 172

code. They also propose three evaluation metrics: 173

Code Bias Score (CBS): used to reveal the over- 174

all severity of social bias in the generated code 175

across all demographic dimensions; UnFairness 176

Score (UFS): used to reveal fine-grained unfairness 177

between selected demographic groups; Standard 178

Deviation (SD): calculating the standard deviation 179

of the valid frequencies of all demographic dimen- 180

sions to reveal overall unfairness. Huang et al. 181

Huang et al. (2023) propose a new bias testing 182

framework specifically for code generation tasks. 183

This framework uses Abstract Syntax Trees (ASTs) 184
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Figure 1: In the MSME, code LLMs’ parameters related to gender bias are identified across 4 different scales: (A)
layer scale, (B) module scale, (C) row scale, and (D) neuron scale.

to extract function names, input parameters, and pa-185

rameter values from the code, and then constructs186

test cases to analyze whether there is bias in the187

code.188

2.2 Model Editing189

The current mainstream model editing methods190

are divided into internal editing and external edit-191

ing. For internal editing: citetmeng2022locating192

propose a method called Rank-One Model Edit-193

ing (ROME), which updates specific factual as-194

sociations by directly modifying the weights of195

the feedforward layers, thereby achieving precise196

editing of the model while keeping other parts197

of the model unaffected. Mitchell et al. (2021)198

propose an efficient model editing method called199

Model Editor Networks with Gradient Decomposi-200

tion (MEND), which rapidly and locally modifies201

the behavior of large pre-trained models by using202

small auxiliary editing networks and gradient de-203

composition. Zhu et al. (2020) propose a method204

called "constrained fine-tuning" for modifying spe-205

cific factual knowledge implicitly stored in Trans-206

former models. For external editing: Mitchell et207

al. Mitchell et al. (2022) propose a novel model208

editing method called Semi-Parametric Editing209

with a Retrieval-Augmented Counterfactual Model210

(SERAC). SERAC stores edits in explicit memory211

and leverages a retrieval-augmented counterfactual212

model to reason about these edits, thereby making213

necessary adjustments to the base model’s predic- 214

tions. Zheng et al. Zheng et al. (2023) propose 215

a model editing method called In-Context Knowl- 216

edge Editing (IKE), which can modify outdated 217

or incorrect knowledge stored in large language 218

models (LLMs) through in-context learning (ICL) 219

without updating the model parameters. 220

2.3 Model Editing For Debiasing 221

With the successful application of model edit- 222

ing techniques in knowledge editing tasks, an in- 223

creasing number of researchers are bringing the 224

paradigm of model editing into debiasing tasks. 225

Limisiewicz et al. (2023) intervene in the model’s 226

weight matrix by applying an orthogonal projec- 227

tion matrix to the linear transformation matrix. 228

This method is known as the ’Debiasing Algorithm 229

through Model Adaptation’ (DAMA), and it does 230

not modify the original parameters and architec- 231

ture of the model. Yan et al. (2024) proposed two 232

simple methods to improve debiasing editing, in- 233

cluding heuristic rule-based target selection and 234

causal tracking selection, to limit the scope of 235

model editing and thereby mitigate the social bias 236

in the model. 237

3 Probing Gender Bias in Code LLMs 238

In this section, we show the construction of 239

GenBiasPro-CG in Section 3.1 and the definition 240

of evaluation metric FBS in Section 3.2. 241
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def find_best_apples(apples, color):
    best_apples = []
    for apple in apples:
        if apple.color == 'red':
            best_apples.append(apple)
    return best_apples
def find_sick_dogs(dogs, appetite):
    sick_dogs = []
    for dog in dogs:
        if dog.appetite == 'poor':
            sick_dogs.append(dog)
    return sick_dogs
def find_best_nurses(nurses, personal_pronoun):
    best_nurses = []
    for nurse in nurses:
        if nurse.personal_pronoun == '

def find_best_apples(apples, color):
    best_apples = []
    for apple in apples:
        if apple.color == 'red':
            best_apples.append(apple)
    return best_apples
def find_sick_dogs(dogs, appetite):
    sick_dogs = []
    for dog in dogs:
        if dog.appetite == 'poor':
            sick_dogs.append(dog)
    return sick_dogs
def find_{modifier}_{profession}s({profession}s, personal_pronoun):
    {modifier}_{profession}s = []
    for {profession} in {profession}s:
        if {profession}.personal_pronoun == '

(A) (B)

Figure 2: (A) The template (2-shots) of the GenBiasPro-CG. (B) An example of the GenBiasPro-CG.

Table 1: The 8 modifiers from 4 different types we used
in our proposed GenBiasPro-CG. For GPT-4o, we use
the version: gpt-4o-2024-08-06.

Type Modifiers Source

GPT-Neg ["pessimistic", "dejected"] GPT-4o
GPT-Pos ["optimistic", "enthusiastic"] GPT-4o
Comparative-Neg ["worse", "worst"] Author(s)
Comparative-Pos ["better", "best"] Author(s)

3.1 GenBiasPro-CG242

Previous works have shown that generative models243

are prone to exhibit gender bias, particularly with244

regard to gender bias with profession, which is the245

most severe (Bolukbasi et al., 2016; Limisiewicz246

et al., 2023; Yan et al., 2024). Unfortunately, there247

is little existing research specifically focused on248

gender bias with profession in code LLMs. So,249

we construct a dataset named GenBiasPro-CG to250

quantify the degree of gender bias with profession251

in code LLMs. Specifically, we take the Cartesian252

product of 320 specific common professions in life253

and 8 modifiers from 4 different categories, and254

then insert the elements of this Cartesian product255

into a well-designed template. The template (2-256

shots) of GenBiasPro-CG is shown in Figure 2257

(A). An example of GenBiasPro-CG (with modifier258

"best" and profession "nurse") is shown in Figure 2259

(B). The professions and modifiers we used are260

described as follows:261

• Profession: Inspired by Limisiewicz et262

al. (Limisiewicz et al., 2023), we use the set of263

professions chosen and annotated by Boluk-264

basi et al. (Bolukbasi et al., 2016), which265

contains 320 data points, each of which is266

a triple: (profession, fscore, sscore). Here,267

profession represents a common profession268

in life. fscore is factual score, and sscore is269

Table 2: The statistics of training, development and test
sets of GenBiasPro-CG.

Category Training Development Test

GPT-Neg 306 74 260
GPT-Pos 316 67 257
Comparative-Neg 340 50 250
Comparative-Pos 318 65 257

Total 1280 256 1024

stereotypical score. They define the degree to 270

which a profession is factual and stereotypical 271

associated with being “male” or “female”, re- 272

spectively. By convention, scores range from 273

-1 for female-associated words to 1 for male 274

ones. Taking “nurse” as an example, the fscore 275

is -0.1, while the sscore is -0.9. This indicates 276

that in the real world, there are slightly more 277

women than men working as nurses, yet the 278

prevailing bias is that people believe almost 279

all nurses are women. 280

• Modifier: Inspired by Liu et al. (Liu et al., 281

2023b), we use 8 modifiers from 4 differ- 282

ent types to generate samples to rich the 283

GenBiasPro-CG. All modifiers we used are 284

shown in Table 1. 285

We divide GenBiasPro-CG into training, devel- 286

opment, and testing sets in a 5:1:4 ratio. Please 287

refer to Table 2 for detailed sample distribution 288

statistics of GenBiasPro-CG. 289

3.2 Factual Bias Score 290

Unlike the metric UFS proposed by Liu et al. (Liu 291

et al., 2023b) which aims to evaluate the degree 292

of gender bias of code LLMs in a completely fair 293

perspective, we intend to quantify the degree of 294

gender bias related to profession of code LLMs 295
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by comparing the gender orientation of them with296

that of the real world. Based fscore in Section 3.1,297

we propose a metric FBS, which quantifies the de-298

gree of gender bias related to profession of code299

LLMs by analyzing the probability of them out-300

putting “he” and “she” when faced with prompts301

containing gender-biased guidance. The formula302

for calculating FBS is shown in Equation (1):303

FBS = |p(“he" | pmt; Θ)− fhe)|
+ |p(“she" | pmt; Θ)− fshe|

where fhe + fshe = 1

fhe − fshe = fscore

(1)304

Here, pmt denotes the prompt bound to a sample305

from GenBiasPro-CG, and we assume that pmt306

involves a specific profession P . p(“he" | pmt; Θ)307

represents the probability that an code LLM Θ will308

predict “he” as the next token given the prompt309

pmt, and p(“she" | pmt; Θ) is same. fhe and fshe310

represent the factual score for “male” and “female”311

to P , respectively. fscore is the factual score bound312

to P .313

4 Multi-Scales Model Editing314

We concur with the assertion made by Yu et al.315

(2023) that neural networks often encompass highly316

active sub-networks that can be trained indepen-317

dently to address specific tasks. This observation318

also underpins the Lottery Ticket Hypothesis (Fran-319

kle and Carbin, 2019). Based on this, we propose320

MSME. Like Meng et al. (2022), we employ the321

locating&editing paradigm, which involves first322

identifying the highly active parameters in code323

LLMs and then modifying only those parameters324

to align with the objectives of downstream tasks.325

Specifically, our proposed MSME consists of a lo-326

cating phase and a editing phase, which we will327

detail in the Section 4.1 and Section 4.2, respec-328

tively.329

4.1 Locating Phase330

The goal of this phase is to identify the parame-331

ters in code LLMs that are highly associated with332

gender bias in relation to profession. Notably, the333

locating phrase in MSME encompasses four scales,334

ranging from macro to micro: layer scale, module335

scale, row scale, and neuron scale.336

Layer Scale: The Figure 1 (A) illustrates the in-337

ference process of the most popular code LLMs’338

architecture. Simply put, code LLMs are primarily339

composed of many layers with exactly the identical 340

structure, and we can’t help but ask how can the 341

importance of these layers be quantified? A sim- 342

ple idea is to compare the hidden states H(i) and 343

H(i+1) before and after entering layer L(i). How- 344

ever, directly comparing H(i) and H(i+1) can not 345

effectively disentangle bias factors and other con- 346

founding factors, since they are high dimensional 347

and not interpretable (Marks et al., 2024; Liu et al., 348

2024a). Following previous work (nostalgebraist), 349

we use the function softmax to project the H(i) 350

and H(i+1) into the probability distributions p(i) 351

and p(i+1) of the next token. Based on that, we 352

could measure the importance of the layer L(i) via 353

computing the following L1-distance in the Equa- 354

tion (2). 355

I(L(i)) =
∣∣∣p(i+1)[“he”]− p(i)[“he”]

∣∣∣
+
∣∣∣p(i+1)[“she”]− p(i)[“she”]

∣∣∣ (2) 356

Here, p(i)[“he”] represents the probability of “he” 357

predicted in p(i), and p(i)[“she”] in the same. 358

Module Scale: We use the elimination method to 359

identify key modules that contribute to generating 360

biased information at layer L(i). The Figure 1 (B) 361

shows how to obtain the importance of Attention 362

module 1 at layer L(i). In detail, based on the 363

module L(i) that has already been located at layer 364

scale, we set all parameters of the tested module 365

M to 0, which is physically equivalent to removing 366

this module due to the residual structure (He et al., 367

2015). The subsequent process and operations are 368

the same as those at the layer scale. Based on that, 369

we could measure the importance of the module 370

M at layer L(i) via computing the following L1- 371

distance in the Equation (3). 372

I(M) =
∣∣∣p(i)(w/oM)[“he”]− p(i)[“he”]

∣∣∣
+
∣∣∣p(i)(w/oM)[“she”]− p(i)[“she”]

∣∣∣ (3) 373

Here, p(i)(w/oM) represents the probability distribu- 374

tion of the next token obtained by applying func- 375

tion softmax to the hidden state at layer L(i) after 376

removing the module M. 377

Row Scale: Locating key row parameters needs to 378

be performed on the module M, which has been 379

located at module level. Since setting all parame- 380

ters in R(i) to zero and then comparing the prob- 381

ability distributions before and after this change 382

5



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
All Layer Index of the Qwen2.5-Coder-3B

0.0

0.2

0.4

0.6

0.8

Pr
ob

ab
ilit

y

(A)

Average Probability of the Next Token "he"
Average Probability of the Next Token "she"

28 29 30 31 32 33 34 35
Partial Layer Index of the Qwen2.5-Coder-3B

0

25

50

75

100

125

150
Co

un
ts

(B)
13

40

147

Figure 3: The locating results of MSME on Qwen2.5-Coder-3B at layer scale.
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Figure 4: The average importance of different modules
at layer L(35) of Qwen2.5-Coder-3B. Here, blue refers
to the ATT modules, and red represents the MLP mod-
ules.

would result in an explosion in the algorithm’s time383

complexity, we use the locating method based gra-384

dient, which is shown in the Figure 1 (C). In de-385

tail, our approach is to use a pair of texts, each386

inclined towards male and female perspectives re-387

spectively, as inputs to LLMs. Then, we perform388

back-propagation to compute the gradients Gradhe389

and Gradshe for the module M. Finally, the impor-390

tance of the i-th row R(i) parameters at the module391

M is given by the cosine value of the i-th row ten-392

sors in Gradhe and Gradshe, which is represented393

in the Equation (4).394

I(R(i)) =
Gradhe[i, :] ·Gradshe[i, :]

∥Gradhe[i, :]∥∥Gradshe[i, :]∥
(4)395

Neuron Scale: Based on the located row param-396

eters, we further try to locate key neuron in this397

part. The producer of locating key parameter at398

neuron scale is shown in the Figure 1 (D). For the399

neuron N (i,j) in the i-th row and j-th column of400

module M , our approach is to obtain the scalar401

g
(i,j)
he and g

(i,j)
she from the i-th row of the gradients 402

Gradhe[i, :] and Gradshe[i, :]. Then, the impor- 403

tance of that neuron is N (i,j) then given by the 404

absolute value of the difference between g
(i,j)
he and 405

g
(i,j)
she , which can be represented in the Equation (5). 406

I(N (i,j)) =
∣∣∣g(i,j)he − g

(i,j)
she

∣∣∣ (5) 407

4.2 Editing Phase 408

The editing part of our MSME involves fine-tuning 409

the identified parameters. As we mention earlier, 410

our goal is to align the code LLMs with the gender 411

distribution of occupations in the real world. There- 412

fore, we propose the following heuristic loss in the 413

Equation (6), Equation (7), and Equation (8). 414

Ltotal = Lhe + Lshe (6) 415

Lhe = fhe × p(“he"|pmt; Θ) (7) 416

Lshe = fshe × p(“she"|pmt; Θ) (8) 417

It should be noted that fhe, fshe, p(“he"|pmt; Θ) 418

and p(“she"|pmt; Θ) align the definitions in the 419

Equation (1). 420

For the Lhe and Lshe, they represent the LLMs’ 421

tendencies towards males and females, respectively, 422

under the stimulus of the prompt pmt. In fact, 423

Lhe and Lshe are a pair of conflicting losses (Yu 424

et al., 2020). Therefore, unlike the traditional goal 425

of minimizing loss, our goal is to reduce Lhe and 426

Lshe to a non-zero value and keep them equal. This 427

approach allows the alignment of LLMs with the 428

real-world gender distribution in professions. 429
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Table 3: The experimental results of applying MSME to Qwen2.5-Coder-3B.

Gender Bias, FBS(↓) Code Generation Capability, Pass@1(↑)
Cost-P(↓)GenBiasPro-CG HumanEval HumanEval-Plus MBPP MBPP-Plus

Original Model

Org. 0.5109 0.7683 0.6646 0.7698 0.6561 -

Baselines

FPFT 0.1975(-0.3134) 0.0000(-0.7683) 0.0000(-0.6646) 0.0000(-0.7698) 0.0000(-0.6561) 2.77e9
ROME 0.9264(+0.4155) 0.7434(-0.0249) 0.6481(-0.0165) 0.7275(-0.0423) 0.6481(-0.0080) 7.71e8
DAMA 0.6008(+0.0899) 0.7439(-0.0244) 0.6585(-0.0061) 0.7302(-0.0396) 0.6534(-0.0027) 7.71e8
PROMPT 0.5916(+0.0807) 0.7683(+0.0000) 0.6646(+0.0000) 0.7698(+0.0000) 0.6561(-0.0000) -

MSME (Ours)

Layer-Scale 0.1779(-0.3330) 0.7744(+0.0061) 0.6951(+0.0305) 0.7460(-0.0238) 0.6460(-0.0101) 7.71e8
Module-Scale 0.1670(-0.3439) 0.7805(+0.0122) 0.7012(+0.0366) 0.7513(-0.0185) 0.6534(-0.0027) 2.25e8
Row-Scale 0.1653(-0.3456) 0.7378(-0.0305) 0.6402(-0.0244) 0.7672(-0.0026) 0.6534(-0.0027) 1.13e8
Neuron-Scale 0.2146(-0.2963) 0.7378(-0.0305) 0.6402(-0.0244) 0.7593(-0.0105) 0.6429(-0.0132) 2.5e3

5 Experiments430

5.1 Practice of MSME on Qwen2.5-Coder-3B431

We apply MSME to Qwen2.5-Coder-3B, and the432

experimental results in the locating phase and edit-433

ing phase are shown as follows.434

Locating Phase We complete all experiments in435

locating phase with the help of 200 detection sam-436

ples randomly selected from the training set of437

GenEvalPro-CG. We report the detailed locating438

results from layer scale, module scale, row scale,439

and neuron scale:440

• Layer Scale The locating results at the layer441

scale are shown in Figure 3. This figure (A)442

show that the model begins to exhibit gender443

bias after layer L(27). This figure (B) show444

that the gender bias correlation of layer L(35)445

in the model is highest in 147 out of 200 detec-446

tion samples. Specifically, we have located a447

total of 77,070,336 parameters at layer scale.448

• Module Scale Base on the layer L(35) lo-449

cated above, the locating results at the mod-450

ule scale are shown in Figure 4. From this451

figure, we can find that: (1) The importance452

of the MLP modules is higher than that of453

the ATT modules. (2) Within the MLP mod-454

ules, their importance is almost consistent.455

According to convention (Limisiewicz et al.,456

2023), we only select module MLP.down457

here(MLP.down module is the most important,458

please refer to the appendix B). Specifically,459

we have located a total of 22,544,384 parame-460

ters at module scale.461

• Row Scale Based on the module MLP.down 462

located above, we further locate row parame- 463

ters for half of it. Specifically, we have located 464

a total of 11,272,192 parameters of 1024 dif- 465

ferent rows from the module MLP.down. 466

• Neuron Scale Based on the 1,024 rows lo- 467

cated above, we select the parameter with the 468

highest importance in each row for different 469

detection samples. Specifically, We have lo- 470

cated a total of 2,500 parameters at neuron 471

scale. 472

Editing Phase To demonstrate the effectiveness 473

of our MSME approach, we compare it with these 474

baselines: 475

• FPFT: FPFT is short for Full Parameter Fine- 476

Tuning. Specifically, FPFT fine-tuning all 477

parameters of the Qwen2.5-Coder-3B with 478

the loss function we proposed. 479

• ROME: ROME is short for Rank-One Model 480

Editing, which is proposed by Meng et 481

al. (Meng et al., 2022). ROME is effective on 482

a zero-shot relation extraction (zsRE) model- 483

editing task. 484

• DAMA: DAMA is short for Debiasing 485

Algorithm through Model Adaptation, which 486

is proposed by Limisiewicz et al. (Limisiewicz 487

et al., 2023). Specifically, DAMA conducts 488

causal analysis to identify problematic model 489

components and discovers that the middle-to- 490

upper feed-forward layers are most prone to 491

transmitting biases. Based on the analysis re- 492

sults, we intervene in the model by applying 493
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Table 4: The experimental results of applying MSME to Qwen2.5-Coder-1.5B and Qwen2.5-Code-7B.

Qwen2.5-Coder-1.5B Qwen2.5-Coder-7B

GenBiasPro-CG, FBS(↓) MBPP, Pass@1(↓) GenBiasPro-CG, FBS(↓) HumanEval, Pass@1(↓)

Original Model

Org. 0.5556 0.5800 0.4801 0.6820

MSME (Ours)

Layer-Scale 0.1544(-0.4012) 0.5680(-0.0120) 0.1575(-0.3226) 0.6700(-0.0120)

Module-Scale 0.1662(-0.3894) 0.5960(+0.0160) 0.1931(-0.2870) 0.6820(+0.0000)

Row-Scale 0.1487(-0.4069) 0.5900(+0.0100) 0.1878(-0.2923) 0.6880(+0.0060)

Neuron-Scale 0.2376(-0.3180) 0.5960(+0.0160) 0.2716(-0.2085) 0.6880(+0.0060)

linear projections to the weight matrices of494

these layers.495

• PROMPT: PROMPT is a Prompt-Based496

method, which is proposed by huang et497

al. (Huang et al., 2023). Specifically, the498

PROMPT method do not make any param-499

eter adjustments to the Qwen2.5-Coder-3B500

but instead guide the Qwen2.5-Coder-3B to501

output contents that is free from gender bias502

with a meticulously designed prompt.503

We use our GenBiasPro-CG to evaluate the504

model’s degree of gender bias in relation to505

profession. We use the popular and classic506

code generation capability evaluation dataset:507

HumanEval (Chen et al., 2021a), HumanEval-508

Plus (Liu et al., 2023a), MBPP (Austin et al.,509

2021a), and MBPP-Plus (Liu et al., 2023a) to eval-510

uate the model’s code generation ability with the511

help of Pass@1 (Chen et al., 2021a). We also re-512

port the number of parameters that need to be tuned513

for our MSME and other baselines (abbreviated as514

Cost-P). The experimental results are shown in the515

Table 3.516

From the Table 3, we can see that: (1) Except for517

FPFT, other baselines are not as good as our MSME518

method in alleviating gender bias, and models pro-519

cessed by these baselines are even more gender520

biased than the original model. Although FPFT521

performs well in alleviating gender bias, it requires522

fine-tuning all parameters, which results in high523

computational loss. In addition, the code genera-524

tion capability of the model processed by FPFT is525

completely lost; (2) Our MSME approach can ef-526

fectively alleviate the gender bias of the model and527

maintain the code generation ability of the model.528

For instance, by adjusting just 2.5e3 parameters in529

Qwen2.5-Coder-3B, we are able to reduce the gen-530

der bias in relation to profession by approximately531

58%, without compromising its performance in 532

code generation. 533

5.2 Verification of the Generalization of 534

MEME 535

To verify the generalization of our MSME on code 536

LLMs with different parameter sizes, we apply it 537

to the 1.5B and 7B versions of Qwen2.5-Code, and 538

the editing results are shown in the Table 4. From 539

this table, we can see that the performances of 540

Qwen2.5-Coder-1.5B and Qwen2.5-Coder-7B is 541

consistent with that of Qwen2.5-Coder-3B. Specif- 542

ically, they all effectively mitigate their degree of 543

gender bias in relation of professionwhile ensur- 544

ing their code generation capabilities. This also 545

demonstrates the generalization of our MSME. 546

6 Conclusion 547

In this paper, we introduce a benchmark called 548

GenBiasPro-CG and an evaluation metric named 549

FBS to assess the extent of gender bias in code 550

LLMs, specifically with respect to professions. Fur- 551

thermore, we propose a novel model editing ap- 552

proach MSME. Extensive experiments demonstrate 553

that MSME not only effectively mitigates gender 554

bias in these models but also preserves their code 555

generation capabilities. For instance, by adjust- 556

ing just 2.5e3 parameters in Qwen2.5-Coder-3B, 557

we are able to reduce the gender bias in relation to 558

profession by approximately 58%, without compro- 559

mising its performance in code generation. These 560

results highlight the potential of MSME as an effi- 561

cient and effective method for improving fairness 562

in code generation models while maintaining their 563

functionality. We hope that by mitigating the de- 564

gree of gender bias in relation to profession in the 565

code generated by code LLMs, we can reduce the 566

gender bias in the services associated with it for 567

people working in different professions. 568
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7 Limitations569

Due to the limitations of the previous work of570

Bolukbasi et al. (2016), this paper only discusses571

binary gender (male and female). We believe it is572

necessary to reiterate our position: we believe that573

all genders should be equal. In addition, this paper574

only discusses the problem of gender bias in code575

LLMs, but we would like to emphasize that our576

approach can be extended to other biases, please577

refer to the appendix A.578
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A The Extension of Our Work807

We believe that our method can be easily extended808

to non binary genders, other factors that lead to gen-809

der bias, and other social biases. Taking racial bias810

as an example, we will explain from two aspects of811

dataset and MSME.812

Dataset: We can use a malicious prompt to813

guide code LLMs to output "White", "Yellow" or814

"Black". Similar to gender bias in this paper, we815

can quantify the degree of racial bias in code LLMs816

by the probability of outputting "White", "Yellow"817

and "Black".818

MSME: Our MSME can be directly transferred819

by simply modifying the heuristic loss to the Equa-820

tion (9). However, how to determine the values of821

fWhite, fY ellow, and fBlack is also a worthwhile822

research question.823

Ltotal =fWhite × p(“White"|pmt; Θ)

+fY ellow × p(“Yellow"|pmt; Θ)

+fBlack × p(“Black"|pmt; Θ)

(9)824

B Which Kind of Module is the Most825

Important?826

From the Figure 4, we can clearly observe the cou-827

pling between different MLP modules. However,828

we must ask, are these three MLP modules truly829

identical? To answer this question, we fine-tuning830

parameters on individual MLP modules at layer831

L(35) of Qwen2.5-Coder-3B, and the experimental832

results are shown in the Table 5.833

From the Table 5, we can observe that: (1) Fine- 834

tuning any individual MLP module can effectively 835

alleviate the gender bias in relation of profession 836

in code LLMs. (2) The model that only fine-tunes 837

the mlp_down module outperforms the models that 838

only fine-tune the one of other two MLP modules 839

in mitigating gender bias in relation of profession. 840

This also demonstrates the rationale behind our de- 841

cision to only fine-tune the mlp_down module at 842

module scale in MSME. Specifically, fine-tuning 843

the mlp_down module alone can alleviate 67% of 844

the original model’s gender bias in relation of pro- 845

fession. 846
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Table 5: The experimental results of applying MSME to individual MLP modules at layer L(35) of Qwen2.5-Coder-
3B. Bold indicates the best result in each column, and underline indicates the second best result.

GenBiasPro-CG

GPT-Neg, FBS(↓) GPT-Pos, FBS(↓) Comparative-Neg, FBS(↓) Comparative-Pos, FBS(↓) Avg., FBS(↓)

Original Model

Org. 0.5864 0.5313 0.4877 0.4381 0.5109

MSME at Module-Scale

mlp_up 0.1849 0.2031 0.1369 0.1932 0.1796
mlp_gate 0.1816 0.2015 0.1515 0.2353 0.1925
mlp_down 0.1366 0.1803 0.1477 0.2033 0.1670
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