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Abstract

Humans are accustomed to reading and writing
in a forward manner, and this natural bias ex-
tends to text understanding in auto-regressive
large language models (LLMs). This paper in-
vestigates whether LLMs, like humans, strug-
gle with reverse thinking, specifically with re-
versed text inputs. We found that publicly avail-
able pre-trained LLMs cannot understand such
inputs. However, LLMs trained from scratch
with both forward and reverse texts can under-
stand them equally well during inference. Our
case study shows that different-content texts
result in different losses if input (to LLMs) in
different directions—some get lower losses for
forward while some for reverse. This leads us
to a simple and nice solution for data selec-
tion based on the loss differences between for-
ward and reverse directions. Using our selected
data in continued pretraining can boost LLMs’
performance by a large margin for the task of
Massive Multitask Language Understanding.

1 Introduction

LLMs (Touvron et al., 2023; Jiang et al., 2023) have
shown impressive capabilities across diverse natu-
ral language processing tasks and beyond. These
capabilities are primarily attributed to the learn-
ing of extensive corpora that cover general world
knowledge (Kaplan et al., 2020). These corpora are
created in human society and often demonstrate hu-
man bias, including the inherently forward-oriented
human cognition (Bergen and Chan, 2005; De Ker-
ckhove and Lumsden, 2013), e.g., reasons precede
outcomes and solutions are deduced from given in-
formation. In contrast, reverse thinking presents
more cognitive challenges due to its contradic-
tion with innate commonsense and human logic.
Prior studies (Taylor and McNemar, 1955; Gao
and Wang, 2019; Sweller, 2020) indicate that re-
verse thinking can substantially improve cognitive
abilities. This raises the question of can LLMs do
reverse thinking or will they face similar challenges

as humans?, and could reverse thinking benefit the
learning of LLMs?.

To study this, we simulate reverse-thinking data
by reversing entire paragraphs or documents at
the token level. Please note that this is the sim-
plest and extreme way but may not be the opti-
mal way of generating reverse thinking. We train
LLMs with these simulated texts and conduct a
comprehensive analysis. Overall results indicate
that LLMs learn forward- and reverse-thinking
texts equally well when trained from scratch. How-
ever, performance varies across text samples. Some
are suited to reverse thinking, while others favor
forward thinking. Notably, we found that texts
suited for reverse thinking are often high-quality
and more logically coherent. Training on them,
the original “forward-thinking” LLMs can be im-
proved. We conduct the empirical validation on the
task of Massive Multitask Language Understand-
ing (MMLU) (Hendrycks et al., 2020). In sum-
mary, this paper has two main contributions. First,
it demonstrates and analyzes the performance of
LLMs learned from forward- and reverse-thinking
texts. Second, it shows that the data selected based
on the losses of forward- and reverse-thinking texts
can further improve LLMs.

2 Related Work

In this paper we utilize the reverse text for model
training. Previous work on reverse input falls into
two main areas. The first area involves using re-
verse text in machine translation. Studies show that
using decoders to process text both left-to-right and
right-to-left within an encoder-decoder framework
improves machine translation performance (Zhou
et al., 2019; Gu et al., 2019), a finding later ex-
tended to LLMs (Nguyen et al., 2024). Concur-
rently, (Wu et al., 2018) examines the relationship
between error propagation and reverse direction
decoding in machine translation. The second area
focuses on the reversal curse (Berglund et al., 2023;



Zhu et al., 2024), where an LLLM trained to under-
stand “A is B” may struggle to generalize to “B is
A”. Reversing the text is proposed as a solution to
this problem (Golovneva et al., 2024; Guo et al.,
2024). Unlike previous works on machine transla-
tion or the reversal curse, we use reverse texts to
simulate and explore reverse thinking in LLMs.

Our applications are partially related to the train-
ing data selection for LLMs, which is mainly
divided into heuristic and model-based meth-
ods (Longpre et al., 2023). Heuristic methods fil-
ter out low-quality data by defining various rules,
such as the ratio of nouns and verbs (Raffel et al.,
2020; Penedo et al., 2023; Chowdhery et al., 2023;
Sharma et al., 2024). Model-based methods filter
data by training selection models or based on the
perplexity of language models (Wenzek et al., 2019;
Xie et al., 2023; Wettig et al., 2024). However, our
data selection method is an extra bonus derived
from the reverse thinking analysis.

3 Experimental Setting

Forward and Reverse Training. Given a origi-
nal text, it can be represented as a sequence after
tokenization, which is used for forward training. To
perform reverse training, we directly reverse the
original token sequence to construct a reverse train-
ing sample. While some studies explore keep the
original orders of detected words or entities during
reverse (Golovneva et al., 2024; Guo et al., 2024),
we choose the simplest operation to avoid the vari-
ous performance of detection modules in different
domains and languages. The Llama2-7B (Touvron
et al., 2023) (or the random initialized version) is
selected as the default backbone in this paper.

Datasets. In RQI1, we used the multilingual
mC4! (Raffel et al., 2020) dataset to compare
LLMs’ ability to handle forward and reverse texts
under continued and from-scratch pretraining set-
tings. In subsequent experiments, we used the care-
fully cleaned SlimPajama?® (Soboleva et al., 2023a)
dataset, which includes seven different source do-
mains. Testing LL.Ms trained on the multilingual
mC4 dataset with samples from the SlimPajama
dataset can further confirm our findings are general.

"https://huggingface.co/datasets/
allenai/c4

>We use the widely-used public sampled version for
experiments: https://huggingface.co/datasets/
DKYoon/SlimPajama-6B
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Figure 1: Pre-training loss for both continued setting
and from-scratch settings in English.

4 Experiments

4.1 RQ1: Can LLMs do reverse thinking?

To explore LLMs’ reverse thinking capabilities, we
investigate two pretraining approaches: (1) contin-
ued training from a well-trained model checkpoint
and (2) pretraining from scratch with random ini-
tialization. Figure 1 compares training losses (av-
erage sample losses within training batches) for
English using both methods on the multilingual
mC4 dataset, while Figure 5 in the Appendix shows
analogous results for other languages.

In the continued pretraining setting, the forward
loss for forward-thinking remains stable due to
extensive training in the initial pretraining stage.
In contrast, the reverse loss for reverse thinking,
initially high, decreases rapidly after a few train-
ing steps. Notably, the forward loss is consistently
higher than the reverse loss during continued pre-
training. We speculate this occurs because the ini-
tial pretraining corpora consists entirely of forward-
direction texts, imparting a natural directional bias
to the LLMs. Consequently, the models find pro-
cessing reverse information more challenging, sim-
ilar to human difficulties with reverse thinking.

Interestingly, in the from-scratch pretraining, the
loss curves for both text directions converge almost
identically. This pattern, also observed in other lan-
guages, indicates that LLMs can learn to process
forward and reverse-thinking inputs with similar
proficiency. This is because the model learns from
both forward and reverse texts simultaneously with
randomly initialized parameters, avoiding the ini-
tial forward-direction bias in well-trained models.

4.2 RQ2: Does data domain influence the
ability of LLMs’ reverse thinking?

Based on the observation in Section 4.1, we fo-
cus on the from-scratch pretraining setting, where
trained LLMs show almost equal losses from both
forward and reverse directions when trained simul-
taneously. This raises the question of whether re-
verse loss consistently exceeds forward loss across
all texts or if there are instances where reverse


https://huggingface.co/datasets/allenai/c4
https://huggingface.co/datasets/allenai/c4
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https://huggingface.co/datasets/DKYoon/SlimPajama-6B
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Figure 2: Loss difference distribution across domains.

learning incurs a lower loss. To explore this, we
use the Slimpajama (Soboleva et al., 2023b) text
dataset, which covers a broad range of domains, for
case-level evaluation.

We first compute the average loss difference (For-
ward Loss — Reverse Loss) for each text and as-
sociate each text with its source label. The overall
case-level loss difference distribution across differ-
ent source domains is shown in Figure 2. Observed
that the loss differences of the text samples are
centered around zero, showing an approximately
normal distribution. Importantly, this indicates that
reverse-direction loss is not universally higher than
forward-direction loss. In fact, for over half of the
texts, reverse prediction of the next tokens is com-
paratively easier.

As depicted in Figure 2, compared to web-
scraped corpora such as Wikipedia and Common
Crawl, the distributions of loss differences from
Book and ArXiv are generally less skewed towards
easier forward-thinking. Furthermore, a larger pro-
portion of texts in Book and ArXiv are easier
to predict in the reverse direction compared to
the forward direction. Considering that texts from
books and academic papers are typically of higher
quality than web-scraped texts, we speculate that
texts, where reverse prediction is more effective,
are likely to exhibit better logical coherence and
fluency, indicative of their superior quality. This
conjecture is also reflected in domains related to
code, StackExchange, and Github. From the per-
spective of natural language, code often features
monotonous syntax and repetitive vocabulary.

From the perspective of human forward think-
ing and its reflection in written texts, the forward-
direction token prediction task, which involves in-
ferring the future from the present and deducing
the result from the cause, is inherently more chal-
lenging. Conversely, the reverse-direction token
prediction operates from known outcomes back to
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Figure 3: Mean step loss of full data during decoding.
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Figure 4: Mean step loss of texts with the Top-10% and
Bottom-10% loss difference during decoding.

their origins, potentially simplifying the task.

4.3 RQ3: What features make texts easier to
process in the reverse direction?

To validate our hypothesis that texts, where reverse
prediction is easier than forward, correspond to
higher quality, we conducted a detailed analysis of
step-by-step loss changes during token decoding.
We calculated and averaged the losses for each text,
excluding the first and last tokens with step loss =
0 to avoid sharp changes at the start and end. To ac-
count for different input lengths, we normalized the
steps of all texts to the interval (0, 1). The trend of
step loss changes for the entire dataset is shown in
Figure 3. Overall, the reverse loss is relatively high
at the initial step but decreases rapidly. In the mid-
dle step phase, the decline slope is slightly steeper
for the reverse direction compared to the forward
direction. In the final steps, the token prediction dif-
ficulty decreases rapidly again, while the forward
loss decline trend is more stable throughout the
entire decoding process.

We further examined the data with the top-10%
and bottom-10% average loss differences and dis-
played their step loss in Figure 4. For the top-10%
data, the reverse step loss quickly decreases to a
level lower than the forward loss at the beginning
of decoding. Conversely, for the Bottom-10% data,
the reverse step loss remains higher than the for-
ward step loss, only falling below it near the end.
Table 1 summarizes the randomly selected exam-



Texts Favoring Reverse (Low Reverse Loss)

Texts Favoring Forward (Low Forward Loss)

Whether you like it or not, your garden is an open park for
all of nature’s creatures. ...

Let’s take a few minutes to learn all about ladybugs in your
garden. Are Ladybugs Good for your Garden? ...

Now that you know all about ladybugs and their role in con-
trolling the aphid population, you may be interested in attract-
ing ladybugs to your garden. ...

Ubuntu Manpage: phm2helix - calculate projections through
a time varying phantom object.

phmZ2helix - calculate projections through a time varying
phantom object.

phm?2pj calculates projections through a time varying phan-
tom object.

Table 1: Texts favoring reverse are often structured with clear logic flows, similar to scientific articles. Conversely,
even in natural languages, texts favoring forward rely heavily on formatting to convey their sequential flow. More

multilingual cases are shown in the Appendix Figure B.

Strategy | Stem  Humanities Social Science  Other | Avg.
Original Llama2-7b 35.84 50.60 50.46 48.10 | 45.29
CT w/ All SlimPajama-6B 36.15 46.74 49.03 46.63 | 43.85
CT w/ Random 1B 35.73 46.16 48.40 47.08 | 43.57
CT w/ PPL Lowest Ranked 1B | 36.24 45.79 47.57 45.53 | 43.09
CT w/ S Lowest Ranked 1B 34.04 45.94 45.66 4293 | 41.38
CT w/ S Highest Ranked 1B 37.15 50.93 50.63 49.82 | 46.24

Table 2: MMLU benchmark results (Accuracy%) among different data selection strategies on LLaMA2-7b continued
pre-training (CT). S is our proposed quality score simply computed by Forward Loss — Reverse Loss.

ples from the reverse easier and forward easier texts.
The structure of the selected reverse easier cases
is coherent and flows naturally, making it easy for
readers to follow the information. In contrast, the
forward easier texts are relatively low-quality, less
coherent, and filled with repetitive phrases. This
supports our earlier assumption in Section 4.2 that
the reverse direction of logically coherent and well-
written texts can simplify the token prediction task.

4.4 Application: Texts favoring reverse
thinking can improve original LLM:s.

As analyzed in Section 4.3, coherent and logical
texts tend to have lower reverse losses compared
to forward losses. Thus, given a training sample
and an LLM model pretrained from scratch with
both forward and reverse training, we define a
simple quality score S using the loss difference:
S = Forward Loss — Reverse Loss. According to

our prior analysis, A higher S indicates that the text,
which supports reverse thinking better, signifies a
high-quality sample.

To further verify this assumption, we conduct
continued pretraining on the publicly released
Llama2-7B. Using the SlimPajama-6B (Soboleva
et al., 2023a) dataset as training data, we selected
1B samples with the lowest and highest S scores,
respectively. The model’s performance is evaluated
on MMLU (Hendrycks et al., 2020) benchmark. We
also compared this with the following data selec-
tion strategies: (1) Random 1B: randomly sample

1B data, (2) Perplexity Lowest Ranked 1B: select
the 1B data with the lowest perplexity by the public
Llama2-7B.

The results, presented in Table 2, show that the
quality of training data significantly affects the per-
formance of LLMs. Our high-quality data selection
strategy (S Highest Ranked) outperforms other
baselines, achieving the highest accuracy across
various tasks on the MMLU benchmark. While
using the full 6B dataset does improve over the
original Llama2-7B, the improvement is marginal
compared to the gain achieved through our method.
This suggests that the presence of low-quality data
in unfiltered training sets degrades performance, as
evidenced by the significant performance decline
with our low-quality selection strategy (S Lowest
Ranked). This experiment supports the hypothe-
sis that texts more effectively modeled by reverse
thinking are of higher quality and more beneficial
for LLMs in acquiring world knowledge.

5 Conclusions

In conclusion, our results demonstrate that LL.Ms
can learn from both forward and reverse-thinking
texts with comparable proficiency when trained
from scratch, where human always struggle with re-
verse texts. This study also highlights the potential
benefits of incorporating training data that favors
reverse thinking. Our findings underscore the im-
portance of exploring diverse cognitive frameworks
to enhance the capabilities of LLMs.



6 Limitations

While our study demonstrates promising results
in training LL.Ms with reverse thinking, several
limitations should be acknowledged to provide a
comprehensive understanding of the findings and
guide future research.

Firstly, the simulation of reverse thinking by sim-
ply reversing token sequences may not fully cap-
ture the complexity and nuances of true reverse
cognitive processes. This approach reduces reverse
thinking to a syntactic level, potentially overlook-
ing deeper semantic and contextual factors intrinsic
to human reverse thinking.

Secondly, the evaluation metrics used in our
study, such as performance on downstream bench-
marks like MMLU, may not fully encompass the
benefits or limitations of reverse thinking training.
These metrics primarily measure specific aspects of
language understanding and reasoning, potentially
overlooking other critical dimensions influenced
by reverse thinking, such as creativity or problem-
solving skills.

Lastly, our research does not address the poten-
tial computational and resource challenges associ-
ated with training LLMs on reverse thinking texts.
The increased complexity and processing demands
could pose significant barriers to practical applica-
tions, particularly in resource-constrained environ-
ments.

In conclusion, while our findings offer valuable
insights into the potential of reverse thinking in
LLMs, addressing these limitations is crucial for ad-
vancing this line of research. Future studies should
aim to develop more sophisticated methods for sim-
ulating reverse thinking, explore diverse and nat-
urally occurring datasets, and consider a broader
range of evaluation metrics to fully understand and
harness the benefits of reverse cognitive processes
in LLMs.
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A Implementation

For fair comparison, we fix the learning rate as Se-5
and the batch size as 48 for all experiments. The
LLaMAZ2-7B (Touvron et al., 2023) is selected as
the backbone. All experiments are conducted on a
workstation with 8 pieces of NVIDIA A100-SXM-
80GB GPUs. We conduct all experiments based on
LLaMAZ2-7B (Touvron et al., 2023) and 8 pieces
of NVIDIA A100-SXM-80GB GPUs. For a fair
comparison, we fix the learning rate as Se-5 and
batch size as 48.

B Multilingual Experiment

We show the multilingual figure corresponding to
RQI1 (Section 4.1) in Figure 5. Noted that Arabic
text tokenized by LLaMA?2 the same orientation as
English, with tokens from the first logical sentence
of a paragraph positioned on the left rather than the
right.

We also randomly sample more multilingual
cases showing texts favoring reverse or forward
is shown in Figure B. The observation is consis-
tent across different languages: texts that favor re-
verse thinking are often structured with clear log-
ical flows, while texts that favor forward thinking
rely heavily on formatting to convey their sequen-
tial progression.
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Figure 5: Pretraining loss for both continued setting and from scratch settings in four languages.



Language

Texts Favoring Reverse (Low Reverse
Loss)

Texts Favoring Forward (Low For-
ward Loss)

German

In aller Munde, in aller Ohren — an
Jonas Kaufmann kommt man derzeit
nicht vorbei. Startenor, Herzensbrecher,
ein echtes Miinchner Kindl noch dazu,
hat sich Kaufmann in die internationale
erste Riege gesungen. ,.Seine Inten-
sitdt und seine Eleganz, die Geschmei-
digkeit seiner Stimme und seiner
Korpersprache, kombiniert mit seiner
Musikalitit und seinem strahlenden
Aussehen, machen ihn zum Inbegriff
des Opernstars im 21. Jahrhundert®,
schwirmte der Herausgeber der Opera
News. Und so wird Jonas Kaufmann
seit geraumer Zeit weltweit gefeiert —
nicht nur an den groften Opernhéusern,
sondern auch als Protagonist in Gustav
Mabhlers ,,Lied von der Erde®, als In-
terpret von Hugo Wolfs ,,Italienischem
Liederbuch* oder als leidenschaftlicher
Tenor, wenn er in einer Hommage an
die unsterbliche Musik Italiens ihren
Evergreens eine besondere Magie ver-
leiht. Im Rahmen einer neuen CD Pro-
duktion befindet sich das Programm fiir
die Tournee 2019/2020 derzeit noch in
der Planung und wird zu einem spéteren
Zeitpunkt bekannt gegeben. Die Konz-
ertpremiere des neuen Programms wird
im Oktober 2019 in Wien stattfinden.
Wir diirfen also gespannt sein, welche
Uberraschungen uns Jonas Kaufmann
nach Luzern mitbringen wird.

Die besten Yaroslavl Pauschalreisen
2018 - TripAdvisor Yaroslavl Pauschal-
reisen - Yaroslavl Urlaub Reisen
Yaroslavl — Urlaub Yaroslavl Yaroslavl
Urlaub Urlaubsangebote fiir Yaroslavl
Spielen Sie mit dem Gedanken, eine
Reise nach Yaroslavl zu buchen? Ob Sie
einen Romantikurlaub, eine Familien-
reise oder ein All-Inclusive-Paket pla-
nen, die Pauschalreisen nach Yaroslavl
auf TripAdvisor machen die Reisepla-
nung einfach und erschwinglich. Ver-
gleichen Sie Hotel- und Flugpreise fiir
Yaroslavl und finden Sie so auf Tri-
pAdvisor die perfekte Pauschalreise
nach Yaroslavl. Reisende wie Sie haben
7.983 Bewertungen geschrieben und
10.284 authentische Fotos fiir Hotels
in Yaroslavl gepostet. Buchen Sie Thren
Urlaub in Yaroslavl noch heute! Fam-
ilienfreundliche Hotels in Yaroslavl
“Gute Lage, ein Park und Kotorosl
Ufer fuBldufig gut erreichbar. Zimmer
sind sauber und werden immer gut
aufgerdumt. Ein sehr bequemes Bett,
das man sehr selten findet. Auch einen
sehr guten und ...
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