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Abstract— Sequentially interacting with articulated objects
is crucial for a mobile manipulator to operate effectively in
everyday environments. To enable long-horizon tasks involving
articulated objects, this study explores building scene-level
articulation models for indoor scenes through autonomous
exploration. While previous research has studied mobile manip-
ulation with articulated objects by considering object kinematic
constraints, it primarily focuses on individual-object scenarios
and lacks extension to a scene-level context for task-level
planning. To manipulate multiple object parts sequentially,
the robot needs to reason about the resultant motion of
each part and anticipate its impact on future actions. We
introduce KINSCENE, a full-stack approach for long-horizon
manipulation tasks with articulated objects. The robot maps the
scene, detects and physically interacts with articulated objects,
collects observations, and infers the articulation properties. For
sequential tasks, the robot plans a feasible series of object
interactions based on the inferred articulation model. We
demonstrate that our approach repeatably constructs accurate
scene-level kinematic and geometric models, enabling long-
horizon mobile manipulation in a real-world scene. Code and
additional results are available at https://chengchunhsu.
github.io/KinScene/

I. INTRODUCTION

Domestic robots in human unstructured environments need
to perform long-horizon tasks by reasoning about and actu-
ating articulated objects at a scene-level. For example, when
putting away the dishes from the dishwasher, the robot must
consider actuating the dishwasher door and drawer, as well as
the doors and drawers of the cabinet. Reasoning solely about
individual joints prevents the robot from understanding intra-
object dependencies such as that the dishwasher door needs
to be actuated before the dishwasher drawer, and scene-level
dependencies such as that the dishwasher door may block
the path to the cabinet (Fig. 1).

Previous work has investigated in isolation individual parts
of the problem of building, planning and manipulating articu-
lation at the scene level including single-joint estimation with
passive sensing [1, 17, 29], zero-shot actuation of unknown
objects [11, 19, 22, 34], and task and motion planning
given a scene-level articulation model [4, 12, 28], but key
open questions that persist are 1) how to integrate these
components, 2) what are the assumptions and limitations
inherent to each individual component for effective synthesis,
and 3) how well different solutions work when integrated in
an end-to-end automated solution.

In this paper, we introduce KINSCENE, a model-based so-
lution to scene-level articulation reasoning and manipulation
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Fig. 1: KINSCENE enables scene-level reasoning about articulated
objects. In this scenario, attempting to open the dishwasher would obstruct
the path for subsequent interactions. KINSCENE constructs a scene-level
articulation model and plans a feasible trajectory.
that involves autonomously exploring the scene to generate
a geometric-kinematic model, and using this model to plan
and execute scene-informed manipulation plans. KINSCENE
consists of three phases: First, in the mapping stage, the
robot builds a static map and identifies potential articulated
objects. Next, in the articulation discovery stage, the robot
autonomously visits each articulated object and manipulates
it to model its joint parameters and build a scene-level artic-
ulation model. Finally, in the scene-level manipulation stage,
the robot leverages the scene-level articulation model to
efficiently plan and execute actions to manipulate articulated
objects in the scene to complete long-horizon tasks.

We evaluate our approach in a real-world kitchen that
features diverse everyday articulated objects of varying sizes
and positions. Furthermore, we perform ablations showing
that autonomous exploration is essential for articulated object
manipulation. The experiments demonstrate that our robot
can accurately infer articulation properties through explo-
ration. Leveraging the scene-level articulation model, our
robot enhances execution speed by 60.55% and ultimately
achieves a higher success in planning and manipulating the
articulated objects by reasoning at a scene scale.

II. PROBLEM FORMULATION

Our goal is to change the kinematic state of the scene
to a desired configuration. We assume this configuration is
generated by a higher-level task planner and it is needed to
perform a long-horizon task. For example, to unload the dish-
washer the robot needs to open the door of the dishwasher
before picking the clean dishes, and open the cabinet doors
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Fig. 2: KINSCENE System Overview. Our approach involves three stages: a mapping stage (left), where the robot conducts a 3D scan and detects handles;
an articulation discovery stage (middle), where the robot navigates, interacts, collects observations, and estimates the scene-level articulation model; and a
scene-level manipulation stage (right), where the robot plans tasks using the scene-level articulation model and executes long-horizon actions through the
articulation planner.

before putting away the dishes. Our goal will be to achieve
these states, i.e., planning and executing a sequence of single
joint interactions to bring the environment to the desired
configuration, taking into account the constraints introduced
by the scene-level articulation.

Formally, we represent the scene-level articulation model
as a kinematic tree [29], M = ⟨B,V,E⟩, consisting of a static
3D base map, B, (e.g. including the walls and fixed kitchen
counters), vertices V = {vi|i ∈ [1,N]} consisting of N 3D
models of articulated moving parts, and articulated edges,
E = {ei|i ∈ [1,N]}, with kinematic constraints between each
articulated moving part and the base map [14]. The goal
will be then to change the kinematic state of the scene from
an initial state, Θ0, to a given goal state, Θg, that involves
actuating several joints.

To achieve the desired scene configuration, the robot must
reason both at the task level (i.e. which objects to manipulate)
and the motion level (i.e. finding collision-free motion plans).
As such, we cast this problem as a hierarchical planning
problem [12]. The robot must first search for a sequence of
single joint changes Π = [θ1, . . . ,θT ] using the scene level
articulation model M, resulting in a geometrically feasible
sequence of object motions that accomplishes the scene goal
configuration Θg. For each interaction, the robot must then
infer a collision-free trajectory τi in the state space Θ× SR
that accomplishes the subgoal θi, including navigating to
the object and manipulating it. If no such motion can be
found (e.g. articulating one object blocks the robot’s path
to a second), the planner should return to the high level
and seek a new object-level plan. This process should be
repeated until the robot finds a task plan Π and corresponding
collision-free motion plans {τi}T

i=1 that achieve the scene
goal configuration Θg.

III. RELATED WORK

In this section, we delve into previous research efforts
related to the subproblems associated with scene-level ar-
ticulated object manipulation. Previous studies in articulated
object manipulation focused on estimating articulation pa-
rameters for manipulation [3, 9, 11, 15, 19, 24, 32, 33] but
were limited to controlled settings, lacking generalization to
realistic environments. While integrated systems for specific
tasks such as door opening have been developed [8, 20],
recent research has addressed interaction with unknown

objects in indoor spaces [2, 7, 13, 14, 21, 35], albeit primarily
focusing on single-object scenarios without extensive scene-
level planning capabilities.

IV. KINSCENE

Our system to build and use scene-level articulated models
operates in three stages (Fig. 2): in the initial mapping stage,
the robot builds a base model with 2D and 3D maps of the
scene. The 3D map is enriched with a set of detected handles
that guide the physical exploration in the next stage. In the
second articulation discovery stage, the robot aims at finding
and characterizing all joints in the scene. To accurately
perceive that, the robot must generate motion actuating each
degree of freedom [14, 16, 18]. One by one, the robot
moves to each detected handle and attempts to explore it
reactively. With the observations from the interaction, it
infers the possible articulation that is then registered into
the scene-level 3D map for planning. In the final scene-
level manipulation stage, the robot utilizes the reconstructed
scene-level articulation model to plan and execute more
efficiently a change in the environment that requires actuating
multiple DoF in the right sequence. In the following, we
provide details of each stage.

A. Mapping Stage

In the mapping stage, our focus is on building the static
model and identifying potential interaction regions (Figure 2,
left). Specifically, we employ DROID-SLAM [31] to build
the static base map B, and a YOLO [27] handle detector
to identify potential interaction hotspots for articulation ex-
ploration. Based on the localization of the robot, the handle
poses can be converted into the map frame, so that the robot
can revisit the location in subsequent stages.

B. Articulation Discovery Stage

In the articulation discovery stage (Figure 2, middle),
our focus is on physically interacting with the objects,
creating informative observations, and inferring the scene-
level articulation model.

Interacting with the objects in this phase poses challenges
due to the lack of prior understanding about the kinematic
constraints. The robot must determine a base position and
arm trajectory that accomplishes each manipulation without
self-collision or joint limit violations. To overcome these
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Fig. 3: Interaction through autonomous exploration vs. articulation
planning. In the Articulation Discovery stage (green), the agent does not
have information about the articulation and performs heuristic-based base
positioning (in front of the interaction point) and manipulation (admit-
tance controller with motion normal to the plane). In the Scene-Level
Manipulation Stage (light red), the robot plans an efficient base positioning
and an arm trajectory based on the estimated articulation model obtained
during exploration. Thanks to the built model, KINSCENE achieves higher
manipulation success and interacts faster than the baselines (Sec. V-B).

challenges, we propose a progressive exploration strategy and
failure recovery mechanism.
Exploratory Manipulation Executor. To ensure that the
applied force on the object complies with kinematic con-
straints, we estimate the surface normals of the point cloud
observation from the wrist camera at each time step and
adjust the end-effector action to pull perpendicular to the
normal (Figure 3, left). These surface normal estimates
predict how the object part would move under articulated
motion without relying on an articulation model. This action
is executed through an admittance controller to prevent
damage to hardware or furniture.
Failure Detector. Without the articulation model, the robot’s
exploration often fails due to sub-optimal base positions,
self-collisions, and joint limits. By comparing pre- and post-
interaction point clouds, we detect if the mobile part has
moved beyond a set threshold. Upon failure, the robot adjusts
its position for another attempt. Failed attempts provide
insights into joint types. Using wrist camera plane detec-
tion, joints are classified as revolute or prismatic based on
observed rotations. While this doesn’t replace a complete
articulation model, it helps adjust the base for better motion
observations. For revolute joints, the robot moves to the same
side as the rotation to preserve space, while for prismatic
joints, it moves away to allow for translation. The new base
position is set a fixed distance away from the interaction
hotspot. These strategies, though not considering object
size or position, aid in building the articulation model by
providing dynamic motion signals.
Articulation Estimator. During exploration, the robot col-
lects egocentric observations of the object before and after
the interactions. By analyzing these observations, KINSCENE
can accurately predict the kinematics of the object by using a
neural network to infer the articulation model, building upon
the prior work Ditto in the House (DiTH) [14].

C. Scene-Level Manipulation Stage

In the scene-level manipulation stage, the robot utilizes
the reconstructed scene-level articulation model to plan and

execute sequential manipulation tasks. The key components
for this stage are presented in the rightmost section of
Figure 2.
Scene-Level Planning. To successfully achieve the goal
scene configuration Θg, the robot must first determine a
feasible sequence of object interactions, avoiding collisions
between object parts or blocking its path to other objects.
KINSCENE first searches for a sequence of single joint
changes Π = [θ1, ...,θT ] such that each θi is feasible and the
desired scene configuration Θg is achieved using a simple
task and motion planning implementation [12].

KINSCENE begins by sampling object part trajectories
for each object that must be manipulated to achieve Θg.
Bounding boxes for each part are extracted using the seg-
mentation of the predicted articulation model, and the pose
of each mobile part along the articulation trajectory is
computed based on articulation parameters. In practice, we
sample 6 configurations for each object by interpolating from
zero to the maximum state (90 degrees for revolute joints
and 15cm for prismatic). The order of interactions is then
determined by sampling candidate plans and checking for
feasibility. If the bounding boxes of the manipulated parts
overlap or the path of the robot is blocked, the plan is ruled
infeasible. KINSCENE continues sampling plans until we find
a feasible sequence of interactions. The robot then executes
each interaction using the Manipulation Planner described
below to achieve the scene goal configuration Θg.
Manipulation Planning and Execution. At each interaction,
the robot uses the inferred articulation models to manipulate
the objects. The robot grasps the interaction hotspot p ∈
R3 and applies actions that comply with the kinematic
constraints until reaching the goal angle gr for revolute joint,
or goal translation gp for prismatic joint. These sequential
actions can be represented as trajectories following prior
work [10, 36]. To determine a base position that enables ma-
nipulation (preventing self-collision or reaching joint limits),
we use a random sampling approach. We sample a set of base
positions within a specified range around the object. Among
these base positions, we choose the one that can reach the
most poses on the trajectory as our final base position during
execution (Figure 3, right).

In contrast to the articulation discovery stage, the complete
trajectory is now available, eliminating the need to recalcu-
late each step during the actuation of the articulated part. The
end-effector trajectory is executed via a position controller
to achieve the desired manipulation, and the robot proceeds
to the subsequent interactions in the scene-level plan.

V. EXPERIMENTS

We evaluate 1) KINSCENE’s effectiveness at performing
long-horizon tasks that involve scene-level articulated ma-
nipulation; and 2) the effectiveness of different controllers
for single-object articulated manipulation compared to KIN-
SCENE. We evaluate KINSCENE in a real-world kitchen
scene comprising 4 drawers and 5 cabinet doors of different
sizes and shapes. Our mobile manipulator robot is equipped



Fig. 4: Results of Scene-level Manipulation. KINSCENE enables planning
sequences of articulated object interactions. The lower left figure illustrates
an example of part collision where the rightmost cabinet blocks actuation
of the middle cabinet. The lower right figure illustrates the path blocking
failure, where actuating the cabinet first blocks the robot’s path to other
objects in the plan.

with a four-wheeled custom omnidirectional base and a
Kinova Gen3 7 DoF arm.

A. Scene-level Articulated Manipulation

We generate five sequences wherein the robot must interact
with three articulated objects of varying sizes, positions, and
articulation properties within the scenes. Success in each
task requires the robot to consider how the outcome of its
actions would impact its future plans, similar to the scenario
depicted in Fig. 1. Provided with the initial position and the
objects requiring articulation over a minimum threshold, the
robot autonomously navigates and infers an action sequence
to actuate the objects. The entire process can be witnessed
in the accompanying video. We compare our method with a
Random baseline that samples randomly a sequence of object
manipulations and executes it. To ensure a fair comparison,
we conduct five runs for each attempt for both methods.

Figure 4 tabulates the results — we identify two failure
modes, namely part collision failures (an object part cannot
be actuated because it collides with another), and path block-
ing failures (the path of the robot is blocked by an object’s
part). The Random baseline exhibits a mere 23% success rate
and suffers significantly from both object part collisions and
mobility blocking failures. In contrast, our method achieves
a 73% success rate with 23% fewer object part collision
failures and no path blocking failures. The occasional failure
of our method is due to erroneous articulation estimation that
results in a failure to detect a part collision. These results
empirically demonstrate the effectiveness of KINSCENE’s
approach in unfamiliar scenes with exploration and modeling
followed by scene-level model-based planning and control.

B. Single Object Articulated Manipulation

We compare KINSCENE’s model-based approach to state-
of-the-art zero-shot articulated manipulation controllers to
evaluate the importance of model-based articulation esti-
mation on robust manipulation. We report the execution
time, opening degree, and execution success rate in single
object manipulation. The execution time is determined by the

TABLE I: Results of Single Object Manipulation.

Method

Execution time Opening Degree

Base ↓ Arm (Rev.) ↓ Arm (Pris.) ↓ Rev. ↑ Pris. ↑

FlowBot3D [10] - - - 0.13 0.23
Exploration-Only 9.85 10.37 9.57 0.43 0.92
Ours 3.41 3.41 4.40 0.78 1.00
Oracle 3.39 2.99 4.68 1.00 1.00

duration between the initiation of the action and the point
at which the object has been articulated over a minimum
threshold of 30◦ for revolute joints and 5 cm for prismatic
joints. We define the opening degree as the ratio of the
actuation degree to the maximum degree.

We compare KINSCENE model-based manipulation strat-
egy with three baselines: 1) FlowBot3D [10], a zero-shot
approach that generalizes the manipulation of articulated
objects from a large amount of training data. 2) Exploration-
Only, where the interaction uses only the heuristic strat-
egy employed in our articulation discovery stage, without
building articulation models. 3) Model-Based Oracle, where
the interaction is conducted using KINSCENE’s model-
based approach but assuming ground-truth knowledge of the
articulation model. It represents an upper-bound scenario
achievable for our model-based approach.

Table I tabulates the execution results. For both revolute
and prismatic joints, FlowBot3D is unable to articulate any
object to the required threshold. Two factors contribute to this
failure: first, FlowBot3D is trained and tested in a controlled
lab environment where the optimal viewing angle is manually
configured and ensured. And second, the presence of a
cluttered environment, and variations in object shape, and
size introduce a considerable domain gap, leading to the
observed shortcomings. On the other hand, Exploration-Only
effectively articulates all objects to the threshold, gathering
observations used to construct the articulation model, but it
requires iterative updates to its base position due to self-
collision and reaching joint limitations before succeeding,
adding execution time. Moreover, it only infers per-step
actions throughout the interaction, also contributing to a
slower execution speed.

In contrast, KINSCENE (Ours) strategically plans the base
position using pre-computed action trajectories derived from
the acquired articulation model. As a result, Ours achieves a
base reposition speed that is 2.88 times faster and executes
arm actions 3.04 times faster for revolute joints and 2.17
times faster for prismatic joints compared to Exploration-
Only. It successfully reaches 78% of the maximum opening
degree compared to Model-based Oracle. This gap suggests
that KINSCENE can be further improved by more advanced
articulation estimation methods in the future.

VI. CONCLUSION

We introduced KINSCENE, a method for model-based
manipulation of articulated objects at the scene level, and
showed experimentally that it can autonomously build an
articulated 3D model of the scene, and use this model to
plan and execute sequences of interactions.
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APPENDIX I
SYSTEM DETAILS

A. Mapping Stage

2D+3D SLAM. To build the static map, we manually
navigated the robot around the scene and created a 3D scan
with DROID-SLAM [31]. We use the Nautilus [23] tool
based on the scene scan for 2D navigation mapping.
Handle Detection and Registration. We are dealing with
articulated objects designed for human use; therefore, we
assume they incorporate handles that facilitate human-hand
interaction. Consequently, we simplify the problem of finding
interaction hotspots by focusing on handle detection. We use
a YOLO detector [27] trained on the DoorDetect dataset [2]
to detect handles. Given an image, the detector outputs the
bounding box of the detected handle. We then use non-
maximum suppression to remove duplicate handle detections
and register the remaining to the global map.

B. Articulation Discovery Stage

The proposed progressive exploration strategy and failure
recovery mechanism are shown in Algorithm 1.
Handle Selector. The robot first selects a candidate handle
h ∈ H to explore from the set of detected handle locations.
Navigation Planner and Executor. Upon identifying the
candidate of interest on the map, the robot can navigate
directly to the object (PlanBase, GlobalNavTo). We
use ENML [5] for planning and localization during the
navigation.

Global localization is prohibitively inaccurate for object
manipulation. To precisely position the base for manipu-
lation, we use the MOSSE object tracker [6] to track the
relative pose in the end-effector frame between the detected
handle and the robot from the video stream. We implement
a simple PID controller for the base movement to ensure the
robot achieves the desired position (LocalNavTo).
Handle Grasping Planner. Based on the robot’s egocentric
observation, we use the handle detector to retrieve the
bounding box of the handle. The center point of the bounding
box is selected as the interaction hotspot. This location is
then converted into the end effector frame by leveraging
depth sensor information and the robot executes a grasp.
Articulation Estimator. For each interaction, the robot ac-
quires observation point clouds opre and opost and interaction
hotspots cpre and cpost . To integrate knowledge from the in-
teraction, we incorporate the contact regions into our network
input by creating Gaussian heatmaps centered around cpre
and cpost over the point clouds opre and opost , respectively.
These heatmaps represent the contact regions of interaction
and offer insights into the mobile part region and underlying
kinematic constraints. Both the point cloud observations and
the heatmaps of contact regions are fed into the network for
articulation inference (PredArticulation). The model
then outputs the articulation joint parameters and part seg-
mentation of each articulated object.

Visual occlusion poses a significant challenge when esti-
mating object geometry and kinematics, especially when the

Algorithm 1: Articulation Discovery Stage
Input : Handle location set H and 3D static map B
Output: Scene-level Articulation Model M

1 /* initialize set of object models */

2 A = /0;
3 foreach h ∈ H do
4 b← PlanBase(h);
5 GlobalNavTo(b);
6 o← GetCurrentObs();
7 p← DetectHandle(o);
8 bpre← PlanBase(p);
9 repeat

10 LocalNavTo(bpre);
11 /* get pre-action observation */

12 opre← GetCurrentObs();
13 /* exploratory interaction */

14 for i← 1 to n do
15 o′← GetCurrentObs();
16 f ′← DetectFailure(opre, o′);
17 if f ′ ̸= /0 then
18 bpre← Reposition(opre, o′) ;
19 break
20 end if
21 a′← GetComplianceAction(o’);
22 ApplyAction(a’);
23 end for
24 until f ′ = /0;
25 bpost ← PlanBase(p);
26 LocalNavTo(bpost);
27 /* get post-action observation */

28 opost ← GetCurrentObs();
29 /* predict articulation model */

30 α ← PredArticulation(opre, opost);
31 A← A∪α;
32 end foreach
33 M← Register(A, B);

camera is often obstructed by the robot arm or object parts
during the manipulation of articulated objects. To address
this challenge, we collect observations only before and after
interactions. In practice, the robot will move a small fixed
distance away from the object to capture observation opost
(Algorithm 1 lines 24-27). Empirically, we have observed
that this improves the observation coverage and results in
more accurate articulation estimation.
Articulation Registration. Finally, to construct the scene-
level articulation model M, we register each estimated object
model to the static base map B using Colored ICP [25],
discarding outlier points (Register).

C. Scene-Level Manipulation Stage

Manipulation Planning and Execution. For a revolute joint,
the action trajectory lies within the circle within a plane
perpendicular to the revolute axis ur with origin q. Given
a rotation angle φ , the rotation matrix can be defined as
follows:

R(φ) = I+ sinφ [ur]×+(1− cosφ)[ur]2× (1)



Fig. 5: Our mobile manipulator and the indoor kitchen scene. (Left) We
integrate a custom omnidirectional base with a 7 DoF torque-controlled arm
and a 2-fingered hand, combined with two RGB-D and one LiDAR sensors.
(Right) Our kitchen environment contains 7 degrees of freedom including
revolute and prismatic in objects of different shapes, weights and heights.

where I is identity matrix and [ur]× is the skew-symmetric
matrix of ur. By evenly sampling K steps between 0 and the
goal angle gr, the action trajectory can be defined as follows:

τrevolute =

{
R
(

i
K

gr

)
(p−q)+q

}
∀i∈[0,K]

(2)

For prismatic joints, the K-step trajectory is defined as the
translation of the grasp point p to the goal translation gp
along the translation axis up.

τprismatic =

{
p+

i
K

gpup
}

i∈[0,K]

(3)

The action trajectory is then executed with a position con-
troller.

APPENDIX II
SCENE AND HARDWARE DETAILS

The real-world kitchen scene and our mobile manipulator
robot are shown in Figure 5. The robot utilizes a forward-
facing Kinect RGB-D camera, a Hokuyo UST-10LX 2D
LIDAR for scene mapping and localization, and an Intel
Realsense RGB-D camera on the arm wrist to guide ma-
nipulation. A Robotiq F-140 end-effector with 3D-printed
soft robotic fingers offer flexibility and compliance during
manipulation.

APPENDIX III
EXTENDED EXPERIMENTAL RESULTS

A. Accuracy of Articulation Estimation

We investigate several state-of-the-art methods for artic-
ulation estimation in KINSCENE, and identify key factors
affecting their performance. We use the same metrics as
in prior work [14]: axis orientation error (Angle Err.) for
prismatic and revolute joints, and additionally axis position
error (Trans Err.) for revolute joints.

Table II lists the articulation estimation errors in our
real-world evaluation scene, over all articulations present in
the scene. Art3D relies on RGBD sequence input and thus
performs poorly due to the occlusions and imperfect view
angles that occur during object interaction. Proprioception
performs estimation based on the sequential end-effector
pose collected during the physical interaction. This baseline
outperforms the vision-based baselines but fails to recover
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Fig. 6: Analysing errors during articulation discovery
object geometry or part segmentations necessary for long-
horizon planning. OPDMulti takes only the initial RGB
observation of the object without observing part motion,
and thus produces erroneous results. In contrast, DiTH [14]
(Ours) takes the observation before and after the interaction
and accurately infers object kinematics, significantly outper-
forming all baselines.

TABLE II: Quantitative results of articulation estimation.

Method Joint

Name
Input

Modalities
Prismatic Revolute

Angle Err. ↓ Angle Err. ↓ Trans Err. ↓

Art3D1 [26] RBG-D Seq. 62.50 46.02 0.29
Proprioception Pose Seq. 2.77 5.43 0.19
OPDMulti [30] RGB-D 73.21 11.48 0.78
DiTH (Ours) [14] Two Point Clouds 8.11 4.07 0.08
1 The method fails to detect articulation in 4 out of 8 sequences

B. Analysing Errors During Articulation Discovery
We investigate the sources of errors during articulation dis-

covery since KINSCENE relies on the resulting articulation
models to successfully perform scene-level articulation tasks
during deployment. Figure 6 shows the sources of errors over
five repeated and independent runs of articulation discovery
in the scene. For each run, we logged (Figure 6a) the success
rates over all articulated objects in terms of the percent
of successful 1) detection of handles to articulated objects
(Mapping), 2) navigation to the object based on heuristic
positioning (Navigation), 3) zero-shot exploratory manipula-
tion, and 4) articulation estimation. We also report the suc-
cesses and failures over all runs and all objects (Figure 6b)
in terms of the success at articulation discovery; and failures
of each of the aforementioned four steps. Typically, the main
causes of failure stem from exploratory manipulation. These
failures predominantly occur when our tracker loses track of
the relative pose between the robot and the object during
local navigation. Another factor contributing to failure is
unreliable motion prediction, leading the arm to reach its
limits and consequently fail to recover.

APPENDIX IV
LIMITATIONS

Despite its success, KINSCENE is not without limitations:
we assume that 1) the scene can be represented by a single-
level kinematic tree; 2) the articulated objects have detectable
and graspable handles, and 3) that the objects have plane
normals perpendicular to the articulation motion. Despite
these limitations, KINSCENE is a promising initial solution
to the problem of scene-level reasoning for articulation
manipulation, which is necessary for robots to successfully
perform long-horizon tasks in real human environments.
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