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Highlights 9 

• Bio-oil yield, HHV, ERR are predicted by using machine learning models. 10 

• Proximate analysis and operational conditions are considered for the prediction of oil 11 

yield. 12 

• Oil yield was predicted with an accuracy of 89% using Random Forest algorithm. 13 

• RF algorithm is the best model for the prediction of oil yield.  14 

Abstract 15 

Hydrothermal Liquefaction (HTL) is a sustainable approach to produce bio-oil from biomass 16 

(microalgae). But the identification and optimization of the process parameters by 17 

experimentation is not only a time-consuming process but also needs a huge workforce. 18 
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However, machine learning (ML) algorithms such as Linear regression (LR), Random Forest (RF), 19 

and Decision tree (DT) can be applied to identify the critical process parameters and bio-oil 20 

production rate. The input parameters for ML algorithms include proximate analysis, elemental 21 

composition, the biochemical composition of the feedstock, and operating conditions. More 22 

than 100 data were collected from the literature with a maximum of 18 input features. The 23 

dataset was spilt into four based on the feature importance and Pearson correlation matrix and 24 

it’s used for all ML algorithms. Among the three algorithms, RF was found to be the best for 25 

bio-oil prediction using dataset 1 with 6 input features (R2 = 0.84 and RMSE = 0.01). Meanwhile, 26 

the best-predicted model was validated with new data and the difference ranged between -27 

1.3% to +7.8%. Datasets 1 & 4 were validated statistically, and then the P value was >0.05, 28 

which showed an insignificant difference for the prediction of oil yield. Feature importance 29 

implies that bio-oil production follows temperature, time, and pressure. 30 
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1. Introduction 35 

 36 

The global demand for crude oil increased by 5.2% in 2021 compared to 2020 levels (91 37 

million barrels). The transport sector accounted for approximately 37% of the fuels (gasoline, 38 

jet fuels, petroleum, diesel, etc.) derived from crude oil in 2021, despite the impact of the 39 

COVID-19 pandemic on this sector. However, the carbon emissions generated during the usage 40 

of fuel derived from crude oil and the depleting fossil fuel resources have forced nations 41 



worldwide to seek alternative energy sources capable of generating crude oil from renewable 42 

sources to enable sustainable development. In this context, biocrude oil generated from 43 

microalgae is expected to aid in overcoming the challenges due to its eco-friendliness. The 44 

ability of microalgae to grow in wastewater and saline water by utilizing the available nutrients 45 

prevents changes in land usage patterns. Additionally, microalgae also act as a carbon sink, 46 

thereby aiding in achieving global climate goals cost-effectively. Two methods are generally 47 

adopted to extract biocrude oil from microalgae, namely pyrolysis and the Hydrothermal 48 

Liquefaction (HTL) process (Gollakota et al., 2018). Among these, the HTL process, which occurs 49 

at high pressure (5-30 MPa) and temperature (180-400 °C), has been found to be efficient 50 

(Katongtung et al., 2022).  The energy density of biocrude oil produced by this method is twice 51 

that of the pyrolysis method. 52 

Table 1.  Similar studies reported in literatures. 53 

Algorithm used Parameter considered No. of 
parameters 

Best 
Algorithm 

Emphasis of 
the study 

Result 
(R2) 

Author(s) 

RF, SVM, DT, 
MLR 

Proximate Analysis, 
Ultimate Analysis, 
Target variable 

13 RF Comparative 
study of ML 
methods for 
bio-oil yield 
prediction 

0.98 (Ullah et al., 
2021) 

GBR, RF Ultimate composition, 
atomic ratio, 
Biochemical 
composition, Operating 
conditions, bio-oil, bio-
oil composition 

20 GBR Machine 
learning 
prediction 
and 
optimization 
of bio-oil 
production 
from HTL 

0.88 (Zhang et 
al., 2021) 

RF Biomass characteristics, 
pyrolysis conditions, 
prediction targets 

17 RF Prediction of 
oil yield and 
oxygen 
content via 
biomass and 
pyrolysis 
conditions 

0.92 (Yang et al., 
2022) 



RF Biomass characteristics, 
pyrolysis conditions, 
Bio-oil characteristics 

 

20 RF ML prediction 
of bio-oil 
yield related 
to biomass 
and pyrolysis 
conditions 

0.93 (Zhang et 
al., 2022) 

XGB, RF, KRR, 
SVR 

Feedstock 
characteristic, biological 
property, Elemental 
property, Operating 
condition, Output target 

17 XGB ML prediction 
of biocrude 
yields and 
HHV from 
HTL of wet 
biomass and 
wastes. 

0.87 (Katongtung 
et al., 2022) 

                                                54 

The HTL process involves a simple numerical analysis to address all the variables. 55 

Machine learning, being a statistical analysis model, is well-suited for predicting the biocrude oil 56 

yield, as conducting real-time experiments would be costly. Determining the optimum values 57 

for predicting higher oil yield is challenging; however, machine learning offers a solution. By 58 

collecting real-time experimental data under different conditions and considering all relevant 59 

features, a model can be developed using machine learning algorithms, saving both time and 60 

money. The machine learning approach can predict the yield approximately equivalent to the 61 

experimental yield.  62 

Several similar studies have been conducted by other researchers (Ullah et al., 2021). 63 

employed a genetic-based algorithm for predicting bio-oil yield. Among the algorithms used in 64 

their study (RF, SVM, DT, MLR), RF demonstrated superior performance with an R² = 0.98. The 65 

pyrolysis method was used, and a Graphical User Interface (GUI) was developed for the model, 66 

facilitating better understanding. The test size was 0.2, with 12 input features and one output 67 

feature (Zhang et al., 2021). developed the HTL process from microalgae feedstock, identifying 68 

the Gradient Boost Regression (GBR) algorithm as the best for predicting oil yield, with an R² = 69 



0.88. Four datasets were considered, and dataset 1 showed the best model performance for 70 

predicting oil yield, with 19 input features and one output feature (Yang et al., 2022). used the 71 

pyrolysis method, considering the oxygen content of bio-oil. RF was the only algorithm used, 72 

achieving an R² = 0.92 with 16 input features and one output feature (Zhang et al., 2022) 73 

discussed bio-oil yield related to biomass using pyrolysis conditions, with 19 total features and 74 

one output feature for predicting oil yield. RF was used, achieving an R² = 0.93 (Katongtung et 75 

al., 2022). Predicted yield and HHV of biocrude from the HTL process, using the Xgboost 76 

algorithm with an R² = 0.87 and 17 input features. Biomass characteristics accounted for over 77 

60% of the model predictions, with three cases of input features.  78 

Each study considered either the pyrolysis or HTL process, collecting data from different 79 

sources and using various feedstocks for oil yield production. Machine learning was consistently 80 

employed for its efficiency and accuracy in predicting oil yield compared to physical 81 

experiments. Advanced algorithms such as RF, DT, SVM, MLR, XGB, and GBR were used, along 82 

with hyperparameter tuning for optimization. No published work has yet focused on developing 83 

an ML model for high accuracy using only proximate analysis and operational conditions, as 84 

elemental composition, although effective, is expensive and requires large equipment. Using 85 

only proximate analysis and operational conditions with the HTL process can yield results 86 

approximately equivalent to those obtained with other input features. 87 

Therefore, the present work focuses on predicting oil yield using the HTL process with 88 

microalgae feedstock. The ML algorithms used for model development include Linear 89 

Regression, Random Forest, and Decision Trees. The original dataset comprises 18 input 90 

features, including biochemical composition, elemental composition, proximate analysis, and 91 



operational conditions, with three output features: HHV, ERR, and oil yield. Hyperparameter 92 

tuning is also performed to identify the best values for increasing the learning process of oil 93 

yield. The input features are divided into four datasets by feature importance, and the 94 

prediction of oil yield from the HTL process is explained and visualized using libraries such as 95 

seaborn in Python for better graph understanding. The entire process of this study is clearly 96 

illustrated in Fig. 3. 97 

 98 

2. Methodology 99 

2.1 Data Collection and pre-processing  100 

                                                                       101 

The dataset was collected from the literature and articles from Scopus and keywords are bio-102 

oil, microalgae, HTL (Hydrothermal Liquefaction), and Machine learning. The data were 103 

collected from the experimental study published by the researchers in journals. Following 104 

which these data values were used to form a dataset (Ayesha Jasmin et al., 2022; Biller et al., 105 

2012; Li et al., 2021; López Barreiro et al., 2013; Shakya et al., 2017; Sharma et al., 2021; Yang 106 

et al., 2004). This dataset has a total of 100 experimental data. In detail, the input features are 107 

as follows elemental composition, biochemical composition, operational conditions, and 108 

proximate analysis. The output features are as follows properties of bio-oil (i.e., Oil yield, HHV, 109 

ERR). The key features for the prediction of oil yield are as follows elemental composition (i.e., 110 

C, H, N, O, S), proximate analysis (i.e., moisture, volatile, ash), and operational conditions (i.e., 111 

time, temperature, pressure). The other two output features are HHV and ERR. This HHV is 112 

calculated by using a formula that has components like (C, H, N, and O) for the evaluation [8]. 113 

The HHV is calculated by using equation (1) The ERR is calculated by using equation (2). 114 



HHV(MJ/kg) = 0.3516 × C + 1.16225 × H – 0.1109 × O + 0.0628 × N                                 (1) 115 

ERR oil (%) = (HHVoil * yield oil/ HHVbiomass)                                                                           (2)          116 

 From the original dataset, three datasets were divided based on feature importance. In these 117 

four datasets, the original data is dataset 4 which includes all features for the prediction of bio-118 

oil yield. Initially, dataset 4 has divided into dataset 3 by removing the feature of proximate 119 

analysis (i.e., moisture, volatile, ash) in the same way the biochemical composition and 120 

proximate analysis were removed in dataset 2 from dataset 4 finally, in dataset 1 elemental 121 

composition and biochemical composition were removed because elemental composition 122 

features are directly correlated to the yield then it is obvious that when this feature is present 123 

then Oil-yield % production is more. The minimum and maximum values of each feature in 124 

every dataset are clearly shown in Table 2. 125 

After completing the datasets then the next step is to send the dataset to ML training models. 126 

This dataset was split into the training set and testing test by importing the train_test_split 127 

package in the scikit_learn library with python programming. The libraries used for the graphs 128 

are Matplotlib and seaborn. These libraries give an exceptionally good understanding of the 129 

data in the form of graphs and statistical analysis of the data. The training and testing ratio was 130 

divided into an 80:20 ratio. 80% for the training set and 20% for the testing set. In each dataset 131 

used for the final evaluation of the trained ML models with best hyperparameters. The 132 

algorithms used for these datasets are Random Forest, Decision Trees, and Linear Regression. 133 

All these models are regression problems that are used for predicting continuous variables in 134 

the datasets. 135 



2.2 Machine Learning Algorithms 136 

i. Linear Regression: 137 

                                                Linear regression is the basic algorithm in machine learning. Linear 138 

regression is used when the dataset is having at least one independent variable and one 139 

dependent variable. Independent variable is referred that the variable used to predict the other 140 

variable. The dependent variable is referred to as the variable you want to predict. In linear 141 

regression, there are two regressions i.e., simple linear regression and multi-linear regression. 142 

Simple linear regression means that it has one independent and one dependent. Multi-Linear 143 

regression means that it can have many independent variables and at least one output variable. 144 

The basic equation for the linear regression for both simple and multi-linear regression (3) is. 145 

𝑦 = 𝜃0 + 𝜃1𝑥1 + 𝜃2𝑥2 + ⋯ + 𝜃𝑛𝑥𝑛                 (3) 146 

For each observation i=1,2…..., n 147 

This equation can also be given as (4): 148 

𝑦 = 𝜃1 + 𝜃2𝑥                                                (4) 149 

𝜃1=intercept, 𝜃2= Coefficient of x 150 

                                   This equation is used because suppose we have taken the data points in the 151 

graph with X and Y with some variable. Then by this equation, we can draw a prediction line in 152 

the graph that we can calculate the predicted values concerning the line it will fit that 153 

prediction line in such a way that the distance between the points and the predicted line must 154 

be minimum. It is especially important to update the and values, to reach the best value 155 



minimize the error difference between the predicted and actual values. The cost function 156 

equation 157 

𝐽(𝜃0, 𝜃1) =
1

2𝑚
∑ (ℎ0(𝑥)𝑖 − 𝑦𝑖)

2𝑚

𝑖=1
                  (5) 158 

The cost function of linear regression is the RMSE (Root Mean Square Error) between predicted 159 

and actual values. The learning rate of linear regression is 0.01 because to have the best-fit line 160 

the error between actual and predicted should be less to search for the less error it has to reach 161 

the Global minima in the gradient descent of convex graph then, we can have the best model 162 

for the prediction. 163 

ii. Decision Trees: 164 

                                   A Decision Tree is an algorithm that comes under supervised learning in 165 

machine learning. This algorithm, the Decision tree can be used in both solving classification 166 

and regression problems. The main aim of using decision trees is to train a model that can be 167 

used to predict the output variable. Decision trees have many algorithms to decide to split the 168 

trees into two or many trees. The purity of a node increases concerning the target variable. This 169 

entropy ranges from 0 to 1. If the split was all yes or no, then we can say that the split is pure 170 

split or else it is an impure split. It calculates the entropy(H) and information gain (IG). The 171 

purity test is done by entropy. Calculate the entropy(H) the equation is: 172 

𝐻(𝑠) = −𝑃+ 𝑙𝑜𝑔2 𝑃+ − 𝑃−  𝑙𝑜𝑔2 𝑃−                     (6) 173 

𝑃+ = Probability of yes,  𝑃− = Probability of No, H(S) = Entropy 174 



Gini impurity is the function shows that how well a decision tree was split. Gini impurity value 175 

ranges from 0 to 0.5. If the dataset has more rows in it, then we use Gini impurity and if it is 176 

fewer data then we use entropy. The equation of the Gini impurity is: 177 

𝐺. 𝐼 = 1 − ∑ (𝑃)2𝑛

𝑖=1
                        (7) 178 

𝐺. 𝐼 = 1 − ((𝑃+)2 + (𝑃−)2)              (8) 179 

𝑃+ = Probability of yes, 𝑃− = Probability of No, n = no.of outputs, G.I = Gini impurity  180 

We have two methods to optimize decision trees post pruning and pre-pruning. This must be 181 

done because when the dataset is large then it leads to overfitting and a small tree may not 182 

capture all the important features of the dataset. In post pruning supposes, let us think there 183 

are 7 yes and 2 No then we can say that maximum is yes then there is no need of dividing it into 184 

subtrees then post pruning can be done. Pre-pruning or early stopping involves stopping the 185 

tree before it has completed in this, we will take the hyperparameters in this method like 186 

Max_depth and Max_leaf and so on. These values are given randomly by using a library in 187 

scikit_learn from importing GridsearchCV in Python. Then it gives the best parameters. The 188 

main disadvantages of the decision trees are to lead to overfitting I.e., low bias and high 189 

variance. If the train data runs well then it is low bias and if the test data doesn’t run well then 190 

it is high variance. This decision tree has this issue that can be solved by the Random Forest 191 

algorithm. 192 

 193 

 194 



iii. Random Forest: 195 

                                       Random forest is an advanced machine learning algorithm. Random 196 

forest uses an ensemble method for both classification and regression problems. This algorithm 197 

divides into many decision trees and uses an ensemble technique called bagging. Bagging is the 198 

technique that divides into multiple trees and the output of all the trees is taken and the 199 

majority voting of the output is taken as the final output. Bagging is also called bootstrap 200 

aggregation. This random forest solves two problems classification and regression. For this 201 

dataset we have used this as a continuous variable so, a random forest regressor is used to 202 

solve this dataset. As we know, a decision tree leads to overfitting (Low bias and High variance) 203 

using this random forest algorithm this should be converted to Low bias and Low variance then 204 

it becomes the generalized model for the prediction. In this Random Forest, the original dataset 205 

is divided into multiple decision trees. In this method, it doesn’t lead to overfitting i.e., low bias 206 

and low variance. If the dataset is a classification problem, then this technique will be choosing 207 

output as the majority voting among the subtree’s outputs. If the dataset is a regressor 208 

problem, then the output is given by taking the mean of all the subtree outputs. Control the 209 

process of the model performance some hyperparameters can be used to control the model 210 

learning process to achieve the best accuracy of the model. The main hyperparameters are 211 

max_depth and n_estimators. Max_depth means to decide how much depth the tree should 212 

be. N_estimators is diving the number of trees we want for the majority voting or the mean of 213 

all outputs. So, that we can get the best parameters and the best accuracy score for the model. 214 

 215 



 216 

(a) - Linear Regression, (b) - Decision Trees, (C) - Random Forest algorithms 217 

Fig 1. ML algorithms graphical representation 218 

 219 

2.3 Model Evaluation 220 

1. RMSE: 221 

                                Mean square error is used to find the squared difference between actual 222 

and predicted values of the output variable. If the difference between actual and predicted 223 



values is higher the root means the square value is higher. It helps to find the difference 224 

between actual and predicted. The RMSE helps to find how the actual data points are closer to 225 

the predicted data points. If the RMSE is lower as much as possible then we can say that the 226 

difference between true and predicted values is very less. The RMSE equation (9) is as follows: 227 

𝑅𝑀𝑆𝐸 = √∑ (𝑦𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
                                               (9) 228 

𝑦𝑖 = Actual values,  �̂�𝑖 = Predicted values, n = Number of data points. 229 

2. MAE: 230 

                              MAE (Mean Absolute Error) is the mean of the absolute difference between 231 

the true value and the predicted value. Mean square error increases with an increase in the 232 

difference between true and predicted. MAE uses the loss function for regression problems. 233 

MAE is the metric that shows how exactly the predictions are shown and what is the deviation 234 

from the true values. The MAE equation (10) is as follows: 235 

𝑀𝐴𝐸 =
∑ |𝑦𝑖−�̂�𝑖|2𝑛

𝑖=1

𝑛
                                                   (10) 236 

𝑦𝑖 = Actual values,  �̂�𝑖 = Predicted values, n = Number of data points 237 

3. R2: 238 

                      The R2 is an especially important metric that is used to perform regression 239 

problems in machine learning. R2 is calculated by the difference between the actual and 240 

predicted values. If the highest R2 value is 1 then we can say the model is perfect. The R2 value 241 



can be negative based on the difference between the actual and predicted value. when the R2 242 

value is as close as 1 then we can say it has the best-fit model. The R2 equation (11) is as 243 

follows: 244 

𝑅2  = 1 −
∑ (𝑦𝑖−𝑦𝑎𝑣𝑔)

2𝑛

𝑖=1

∑ (𝑦𝑖−�̂�𝑖)2𝑛

𝑖=1

                                        (11) 245 

𝑦𝑖 = True value, 𝑦𝑎𝑣𝑔 = Predicted value, �̂�𝑖= mean value, n = Number of Data points 246 

2.4 Hyperparameter Optimization: 247 

                                                                            Hyperparameter tuning is the method in machine 248 

learning, and hyperparameter optimization has a method of choosing a set of hyperparameters for 249 

learning the algorithm. A hyperparameter is a value used to control the learning process of the ML 250 

model. As we know from these datasets, we have used three machine learning algorithms based on 251 

train test split. 80% of our data is sent to training and 20% of the data is sent to testing. The max_depth 252 

of decision trees was tuned, and the average R2 was increased with the increase of max_depth of a 253 

certain limit. In random forest, the hyperparameter used is (max_depth, n_estimators). In the Decision 254 

tree, we have considered (max_depth, min_samples_split, and min_samples_leaf) as a 255 

hyperparameter. The hyperparameters are given in such a way that the ranges are given so that it can 256 

choose the best parameters for the hyperparameter tuning. This is clearly shown in Table 3. These 257 

values are given in the results and discussion part i.e., Hyperparameter Tuning. 258 

2.5 Outliers of the features: 259 

                                            Outliers are the data points that are above the maximum or below 260 

the minimum in percentiles. which are not related to the other data points. These outlier data 261 



points are visualized using the boxplot function in the Pandas library. These will be shown like 262 

black circles above or below the box plot (Fig 2). Outliers will cause problems during fitting the 263 

model mainly in linear models and gives errors in metrics i.e., Model evaluation (R2, RMSE, 264 

MAE) as well as the weights will be higher like in boosting techniques will calculate weights to 265 

become strong learner by the learning the patterns from the previous classifiers. These outliers 266 

are the main problem in creating an ML model. So, we must overcome this problem by 267 

removing these outliers and replacing them with NULL values. These outliers will be for only the 268 

features which have only continuous variables, not for the categorical variables. To overcome 269 

these outliers the first step is to calculate the first and third quartile i.e., Q1 and Q3 (25% and 270 

75%) of the data. Then evaluate the IQR (Interquartile range) i.e., (12) 271 

𝐼𝑄𝑅 = 𝑄3 − 𝑄1             (12) 272 

Then, we can find the outliers by the lower Bound (L.B) and upper bound (U.B). If the value 273 

exceeds this range, then it is shown that the data point is an outlier. The lower bound and 274 

upper bound equations are shown in (13) and (14): 275 

𝐿. 𝐵 = 𝑄1 − 1.5(𝐼𝑄𝑅)                   (13) 276 

𝑈. 𝐵 = 𝑄3 + 1.5(𝐼𝑄𝑅)                   (14) 277 

By this, the outliers are found then we can replace the outliers with NULL values. In our original 278 

dataset, the outliers are clearly shown in Fig 2. But there are very few that will not affect that 279 

much during training the model.  280 



 281 

Fig 2. Outliers of the features (Box plot), a – Biochemical Composition, b -Proximate Analysis, c -282 

Elemental Composition, d – Output Variables 283 



 284 

 285 

 286 

 287 

Fig 3. Methodology Process 288 

 289 



Table 2. Detailed Input features and the ranges (min-max) of each feature in different datasets.  290 

Items  Dataset 1 Dataset 2 Dataset 3 Dataset 4 

Input features 

Elemental 

Composition 

Carbon (%)  - 32.3-76.2 32.3-76.2 32.3-76.2 

Hydrogen (%)  - 3.80-11.4 3.80-11.4 3.80-11.4 

Nitrogen (%)   - 0.80-8.70 0.80-8.70 0.80-8.70 

Oxygen (%)  - 6.30-56.2 6.30-56.2 6.30-56.2 

Sulfur (%) - 0.00-3.50 0.00-3.50 0.00-3.50 

Biochemical 

composition 

Protein (%)  - - 7.30-66.0 7.30-66.0 

Lipid (%)  - - 3.50-23.0 3.50-23.0 

Carbohydrate 

(%) 

- - 11.00-51.9 11.00-51.9 

Operational 

conditions 

Time (min) 30.0-60.0 30.0-60.0 30.0-60.0 30.0-60.0 

Temperature 

(°C) 

150-420 150-420 150-420 150-420 

Pressure 

(bar) 

50.0-221 50.0-221 50.0-221 50.0-221 

Proximate 

Analysis 

Moisture (%) 3.70-13.50 - - 3.70-13.50 

Volatile (%) 51.40-81.40 - - 51.40-81.40 

Ash (%) 6.40-36.00 - - 6.40-36.00 

Output Response 

Properties  Oil yield (%)  11.60-65.00 11.60-65.00 11.60-65.00 11.60-65.00 

HHV (MJ/kg) 10.90-38.20 10.90-38.20 10.90-38.20 10.90-38.20 

ERR (%) 6.40-79.40 6.40-79.40 6.40-79.40 6.40-79.40 

HHV -High Heating Value; ERR – Energy Recovery Ratio. 291 

 292 

 293 

 294 



 295 

3. Results and discussion 296 

3.1 Data statistics before modelling: 297 

                                     Table 2 shows the detailed information of each data set that the 298 

maximum and minimum values of every feature in the dataset. Based on the data analysis 299 

related to the elemental composition C and O are the major elements for the prediction of bio 300 

yield. C ranges from 32.3-76.2 wt% and O ranges from 6.30-56.2 wt%. Another essential feature 301 

category was the biochemical composition of biomass. The temperature of HTL was 150-420 302 

and the time was from 30-60 min, and other features like operational conditional, and 303 

proximate analysis are shown in Table 2. Now the output variables in the dataset are bio-yield, 304 

HHV, and ERR. Oil yield ranges from 11.6-65.0 wt%. HHV ranges from 10.9-38.2 wt% ERR ranges 305 

from 6.4-79.4 wt%. The datasets were in such a way that higher to lower order, all input 306 

features in dataset 4 and only six input features in dataset 1 because even without the 307 

elemental composition and biochemical composition the yield should be predicted for creating 308 

the best model for predicting the oil yield.  309 

3.2 Input feature determination for bio-yield prediction  310 

3.2.1 Hyperparameter tuning: 311 

                                                 Equivalently for all datasets, the same hyperparameters 312 

are used. The maximum value for the hyperparameter of n_estimators in the random forest is 313 

25 (Table 3), after this limit, there is no increase in the R2 and the max_depth maximum value is 314 

10. In the same way in decision trees max_depth value is 10, the min_samples_split is 60, 315 

min_samples_leaf is 10 (Table 3). In linear regression, the hyperparameter learning rate is 0.01 316 



which is very less because the error between the actual and predicted value should reach the 317 

local minima of the gradient descent to minimize the cost function. This hyperparameter tuning 318 

is done with the module of GridsearchCV in python that it searches like it forms a grid in the 319 

data and searches for the best parameters for the hyperparameter optimization. This was fully 320 

summarised in Table 3. 321 

Table 3. Hyperparameter Tuning   322 

 323 

Algorithm  Hyperparameters  Range Optimized value  

Random forest  Method   Bagging   

  n_estimators  1 - 100 53 

  max_depth  1 - 30 21  

Decision Trees  max_depth  1 - 30 10  

  min_samples_split  1 - 80 60  

  min_samples_leaf  1 - 80 10  

Linear regression  Learning Rate  0.01 - 1 0.01  

 324 

3.2.2 Comparison of Machine Learning algorithms: 325 

                                                As we know, the datasets have 100 data in them. Based on the 326 

feature importance technique the dataset is divided into four datasets. These datasets are 327 

trained and tested by some of the machine learning algorithms. From the model evaluation, we 328 

know that the lesser the distance between the actual and predicted values, it is confirmed that 329 

it is the best model. For these datasets, the machine learning algorithms used are Random 330 

Forest, Decision Trees, and Linear Regression. The ensemble technique has bagging and 331 

boosting but for these kinds of datasets only the bagging method gives accurate prediction 332 

because these datasets have unstructured data so, the boosting technique does not perform 333 

well. Boosting techniques like Adaboost, and Xgboost. Finally, the best machine learning 334 



algorithms suited for these datasets are Random Forest, Decision Trees, and Linear Regression. 335 

The train R2 and test R2 values and the model evaluation values are clearly shown in Table 4.  336 

Table 4. Detailed values of Optimal model, R2, RMSE, MAE for all datasets  337 

Data 
set  

No. of 
features  

Target  Algorithm  Train  Test  

R2  RMSE  MAE  R2  RMSE  MAE  

1  6  Oil yield  
  

RF  0.93  0.007  1.69  0.89  0.22  2.12  

DT  0.81  10.6  6.2  0.60  17.1  10.4  

LR  0.13  8.33  6.14  0.10  0.51  4.71  

HHV  RF  0.92  0.03  0.87  0.87  0.29  1.65  

DT  -0.33  146.0  12.1  -0.55  146.0  12.2  

LR  -0.18  1.66  4.17  -0.33  0.22  4.22  

ERR  
  
  

RF  0.83  0.51  2.81  0.75  0.41  3.23  

DT  0.86  1.86  5.53  0.48  0.28  11.0  

LR  0.35  2.72  5.73  -0.52  2.01  7.53  

2  10  Oil yield  
  

RF  0.96  0.0003  1.86  0.82  3.30  2.57  

DT  0.82  4.54  6.73  0.61  0.001  9.52  

LR  0.40  3.75  5.47  -0.28  0.07  7.81  

HHV  
  
  

RF  0.99  0.01  0.28  0.99  0.007  0.25  

DT  -0.12  136.1  12.07  -0.45  104.9  12.1  

LR  0.99  6.74  0.26  0.99  0.02  0.22  

ERR  RF  0.88  0.05  2.37  0.79  1.30  3.72  

DT  0.91  0.75  4.45  0.68  1.14  7.44  

LR  0.30  4.26  6.21  0.24  3.11  7.18  

3  13  Oil yield  
  

RF  0.91  0.0001  1.53  0.78  1.55  2.92  

DT  0.82  1.64  6.99  0.63  0.53  9.57  

LR  0.30  1.98  5.77  0.29  0.72  5.95  

HHV  RF  0.99  0.0001  0.21  0.98  2.16  0.45  

DT  -0.15  135.7  12.2  -0.21  90.5  12.7  

LR  0.99  1.38  0.09  0.97  0.06  0.38  

ERR  RF  0.88  0.03  2.17  0.74  0.19  3.46  



DT  0.88  0.04  5.10  0.79  0.14  6.25  

LR  0.40  7.74  6.43  0.29  3.66  7.36  

4  17  Oil yield  
  

RF  0.95  0.02 1.55 0.86  3.46  2.44  

DT  0.79  10.1  7.32  0.66  2.67  6.17  

LR  0.56  1.17  4.34  0.47  0.50  6.11  

HHV  RF  0.99  0.003  0.24  0.99  0.01  0.37  

DT  -0.17  131.1  11.7  -0.63  190.7  14.1  

LR  0.99  3.86  0.21  0.99  0.001  0.31  

ERR  RF  0.91  0.22  2.23  0.79  1.22  2.22  

DT  0.91  0.97  4.50  0.82  1.94  6.83  

LR  0.62  4.06  5.13  0.32  6.66  7.48  

HHV -High Heating Value; ERR – Energy Recovery Ratio; RF – Random Forest; DT – Decision Tree; LR – 338 

Linear Regression; RMSE – Root Mean Square Error; MAE – Mean Absolute Error.  339 

3.2.3 ML based feature importance analysis: 340 

                                                           Feature importance is a method that shows the most 341 

important features from the dataset. The least important feature in the dataset is negligibly 342 

considered as the feature in the dataset. Based on this feature importance the original dataset 343 

is divided into three datasets among all these four it is so that fewer input features to high 344 

input features from dataset 1 to dataset 4. In dataset 4 every feature has been considered to 345 

perform the ML models. After training and testing, the R2 was ~0.80, RMSE~0.24, and MAE 346 

~2.77. These values are given in Table 4. After the feature importance technique was done on 347 

dataset 4, then the most important features for the prediction of oil yield are operational 348 

conditions, proximate analysis, and elemental composition (Fig 4).  349 

Elemental composition is the most important feature for the prediction of oil yield. But we 350 

must predict the oil yield without taking the elemental composition as the feature i.e., dataset 351 

1. Even without taking elemental composition if the yield is predicted accurately same 352 



concerning all features, then we can say that the best model of predicting the oil yield. Without 353 

any elemental composition or biochemical composition if the model gives an accurate value, 354 

then it is the best and most efficient method to produce the oil yield. Dataset 1 has R2 ~0.84, 355 

RMSE ~0.01, and MAE ~2.89 (Table 4). Dataset 2 and dataset 3 have a similar R2~0.80. But input 356 

features are less for dataset 1 even though it gives the R2 ~0.84 and the dataset which has all 357 

input features is dataset 4 its R2 ~0.80 (Table 4). Then we can confirm that the comparison 358 

between these two datasets, dataset 1 is the efficient process of predicting the oil yield. 359 

Therefore, it is considered that the proximate analysis and operational conditions play a vital 360 

role in predicting the oil yield.  361 

 362 

 363 



                                             364 

 365 

Fig 4. Feature importance graphs 366 

 367 

3.3 Predicting analysis of ML model. 368 

3.3.1 Actual vs predicted analysis: 369 

According to the above section, there are three output variables for the prediction. In 370 

that oil, yield is considered as the important output among them. Oil yield is predicted well by 371 

developing ML models. The other two main targets HHV and ERR were determined to supply 372 

more information on bio-oil quality and the energy recovery ability of HTL. There are four 373 

features (operational conditions, elemental and biochemical composition, and proximate 374 

analysis). Were all considered for the multitask prediction model development. The values of 375 

model evaluation for these output variables are seen in Table 4. After hyperparameter tuning 376 



for Decision Trees, Random Forest. The best models with their own tuned hyperparameters 377 

were achieved, as seen in Table 3. 378 

Three ML models were used for the predictive analysis. In these three, RF is the most 379 

efficient ML model for the prediction of oil Yield. The important feature of the overall three 380 

targets. It can be found that operational conditions and proximate analysis are more important 381 

features. Biochemical composition is not an important feature for the prediction of oil yield. In 382 

dataset 4 all input features are considered for the prediction of oil yield. It has train R2~0.94 383 

and test R2~0.80. These are not notable features then; the dataset may generate the noise to 384 

intercept the model fitting. It has the chance to get a less R2 value. After removing these 385 

unimportant features from the dataset, the testing performance was slightly increased from 386 

0.80-0.84 that is in dataset 1 has only 6 input features i.e., proximate analysis and operational 387 

conditions the oil yield Train R2 ~0.90 and Test R2 ~0.84 in Random Forest algorithm. In each 388 

dataset for all the output variables, the actual vs predicted graph was given in the Random 389 

Forest algorithm because this algorithm is more efficient and gives an accurate prediction of oil 390 

yield by considering a straight line i.e., y=x line within the graph. This line is a reference line for 391 

both train and tests data points i.e., this graph shows a clear understanding of actual and 392 

predicted values (Fig 5). 393 



 394 

Fig 5. Yield prediction plots (train and test) of best RF developed from dataset #1 (a-c), Dataset #2 (d-f) 395 

and dataset #3 (g-i) and dataset #4 (j-l).  396 

 397 

 398 

 399 



3.3.2 Best model selection procedure for prediction: 400 

So far, we have seen all the R2, RMSE, and MAE values and the feature importance 401 

analysis and hyperparameter tuning. The algorithms used are Random Forest, Decision Trees, 402 

and Linear Regression for predicting the target values by taking all the input features. With this 403 

module selection procedure, we can conclude which is the best dataset and machine learning 404 

algorithm for the prediction of oil yield. For this, in the first step, we must compare all R2 values 405 

of oil yield for each dataset. The least R2 values are eliminated then in this dataset three R2 406 

values are filtered out. The second step is comparing RMSE values with the lowest RMSE value 407 

showing it is the best model for prediction Fig 6. RMSE values are all the least so every dataset 408 

RMSE value is filtered out to the next step which is comparing MAE values, as same as the 409 

RMSE, MAE value is also should be as less as possible. Then in the dataset, 1 MAE value is 2.89 410 

here dataset 2 has less MAE than dataset 1, even though dataset 1 is considered the best 411 

prediction model for oil yield. Because considering R2 dataset 1 has more R2 than dataset 2 at 412 

last we can conclude that dataset 1 and the random forest algorithm is the best suited for 413 

predicting the oil yield.  414 

 415 



                                                          416 

 417 
 418 

Fig 6. Algorithm comparison for prediction 419 

 420 

3.3.3 Testing model against New Data: 421 

Elemental composition, operational conditions, proximate analysis, and Biochemical 422 

composition are the features for predicting the oil yield. With all these features these are 423 

divided into four datasets by using feature importance. These are collected to develop Machine 424 

Learning models for the prediction and optimization of oil yield, HHV, and ERR. ML algorithms 425 

including Linear Regression, Decision Trees, and Random Forest were used to train the models 426 

for the prediction of oil yield, HHV, and ERR. Among all these algorithms Rf (Random Forest) is 427 

given as the best algorithm for the prediction. In all four datasets, Dataset 1 is given as the best 428 

model because out of all input features i.e., Dataset 4, six input features are enough for the 429 

prediction of the oil yield. Then, we can assume that with only 6 features the oil yield is 430 

produced as same as with all the input features. The average training R2 > 0.90 and test R2 ~ 431 



0.84, RMSE ~ 0.65 and MAE ~ 2.89. Table 4 is the comparison of Dataset 4 and Dataset 1 i.e., All 432 

input features Vs six input features. In Table 5, five new data are taken for each dataset and 433 

checked with true value and predicted value and calculated the difference.  434 

Table 5. Predicting yield% with New Data  435 

Dataset True Value  Predicted Value  Difference (%)  

1 28 32.12 -4.12 

27.1 34.85 -7.75 

22 22.82 -0.82 

34 34.22 -0.22 

38.5 33.51 4.99 

 4  28 32.59 -4.59 

27.1 29.92 -2.82 

22 21.03 0.97 

34 32.71 1.29 

38.5 33.11 5.39 

                                                   436 

 437 

3.3.4 Pearson Correlation: 438 

The correlation measures the relationship between two variables. That it is positively or 439 

negatively correlated. This correlation coefficient is given in the range of 1 to -1. 1 indicates 440 

there is a perfect linear relationship between the variables, 0 is a non-linear relationship 441 

between the variables, and -1 indicates there is a negative linear relationship between the 442 

variables. The correlation of dataset 4 is given in Fig 7. This correlation heatmap gives some 443 

understanding of the one-on-one feature importance. Here, the main aim is used to predict the 444 

oil yield. The proximate analysis, elemental composition, operational conditions, and catalyst 445 

have a positive linear correlation. It shows that yield is easily predicted with proper adjustment 446 

of these positive linear correlated parameters. Biochemical composition, feedstock, and culture 447 

condition has a negative linear correlation, showing its reliability and significance.  448 

          449 



 450 

Fig 7. Data correlation heatmap 451 

 452 

3.3.5 Statistical analysis of new Data: 453 

The statistical analysis of the new data of dataset 4 and dataset 1 is compared in the 454 

graph using MATLAB (Fig 8). If the probability is > 0.05 then it is considered the best model 455 

then, the value should be less when compared the datasets. Dataset 1 < Dataset 4 it is given 456 

that dataset 1 is the best model for the prediction of oil yield. 457 

 458 



 459 
       460 
 Fig 8. The probability plot of the different cases confirmed against the predicted result. 461 
 462 

4. Conclusion: 463 

 464 

Biocrude oil is the final product of this paper that is predicted with some of the input 465 

features. The data is collected using some of the articles and works of literature and by the 466 

feature importance. The whole dataset is divided into three sub-datasets. That is clearly shown 467 

in the methodology section. If experimenting physically costs more and takes more time. So, 468 

the solution to this is by using a machine learning approach. This reduces time and effort, and it 469 

gives approximately the same as the yield done in the experiment. There are mainly three 470 

algorithms used i.e., Linear Regression, Decision Trees, and Random Forest. This RF is the best 471 

model for the predicted oil yield. Then the hyperparameter tuning is the most important part of 472 

controlling the learning process of the model. Then it may have the chance of an increase in R2 473 

of the model. The most important features are the proximate analysis and operational 474 

conditions for the prediction of the oil yield. Finally, the testing of the accuracy of yield was 475 

done physically and the yield with the Machine learning approach. We have taken five new data 476 

and by comparing the yield. ML model predicts the yield approximately the same as compared 477 



to the actual data. Fig. 8 it is shown the statistical analysis of this new data from Dataset 1 and 478 

Dataset 4, This analysis shows that there is no significance between these two datasets. Dataset 479 

1 is having more R2 compared to other datasets.  480 
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