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Abstract

Reasoning over very long inputs remains difficult for large language models1

(LLMs). Common workarounds either shrink the input via retrieval (risking2

missed evidence), enlarge the context window (straining selectivity), or stage mul-3

tiple agents to read in pieces. In staged pipelines (e.g., Chain of Agents, CoA),4

free-form summaries passed between agents can discard crucial details and amplify5

early mistakes. We introduce COSMIR (Chain Orchestrated Structured Memory6

for Iterative Reasoning), a chain-style framework that replaces ad hoc messages7

with a structured memory. A Planner agent first turns a user query into concrete,8

checkable sub-questions. worker agents process chunks via a fixed micro-cycle:9

Extract, Infer, Refine, writing all updates to the shared memory. A Manager agent10

then Synthesizes the final answer directly from the memory. This preserves step-11

wise read-then-reason benefits while changing both the communication medium12

(structured memory) and the worker procedure (fixed micro-cycle), yielding higher13

faithfulness, better long-range aggregation, and auditability. On long-context QA14

from the HELMET suite, COSMIR reduces propagation-stage information loss15

and improves accuracy over a CoA baseline.16

1 Introduction17

Large Language Models (LLMs) have rapidly advanced language understanding and generation18

tasks, supporting assistants, search, and retrieval systems [Wu et al., 2024, LangChain, 2023].19

However, reasoning over long inputs, for example, books, extended technical documents, or large20

code repositories, remains brittle [Liu et al., 2024, Brown et al., 2020, Srivastava et al., 2023].21

Mitigation strategies typically follow two paths. The first contracts the input through retrieval (e.g.,22

RAG [Lewis et al., 2020]), which can omit crucial evidence and inject noise. The second expands23

the model context windows [Peng et al., 2024], but still struggles with selectivity [Liu et al., 2024]24

and faces practical scaling limits [Wang et al., 2024a].25

A complementary line decomposes long-context reasoning into steps executed over shorter spans.26

This includes tree- or graph-structured prompting [Yao et al., 2023] and multi-agent coordination27

[Zhang et al., 2024b]. Although effective, sequential pipelines that pass free-form summaries between28

steps are vulnerable to compression loss and cascading errors. An agent must spot what matters in29

its local fragment, compress it into an ad hoc message, and anticipate future relevance. Omissions30

or imprecisions early on can silently propagate and degrade the final answer (Appendix A.1).31

We propose COSMIR, Chain Orchestrated Structured Memory for Iterative Reasoning, a training-32

free framework that keeps the stepwise “read–reason” benefit while replacing free text messages with a33

structured, centralized working memory. A Planner converts the user query into concrete, checkable34

sub-questions. Workers traverse chunks using a fixed micro-cycle: Extract evidence under a35

memory budget, Infer grounded claims from accumulated evidence, and Refine the unresolved36
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question set. The worker then writes the information into a shared memory M . A Manager then37

Synthesizes the final answer directly from M . This design reduces propagation stage information38

loss, improves long-range aggregation, and yields an auditable trace of how the answer was produced.39

Our key contributions are: 1] We introduce COSMIR, a training-free, interpretable framework for40

long-context reasoning that replaces free-form message passing with a centralized memory and41

a fixed worker micro-cycle. 2] We show in long-context QA benchmarks (HELMET suite [Yen42

et al., 2025]) that COSMIR reduces information loss and improves accuracy over a Chain of Agents43

(CoA) [Zhang et al., 2024b] baseline at comparable cost.44

Paper organization. Section 2 analyzes a representative failure of CoA [Zhang et al., 2024b] due45

to propagation stage information loss and illustrates how COSMIR prevents it. Section 3 situates46

our work among long-context modeling, multi-agent prompting, and structured memory. Section 447

formalizes COSMIR end-to-end describing both the structured, centralized memory and the different48

agent executions. Sections 5 and 6 describe the experimental setup and results. We discuss limitations49

and future work before concluding.50

2 Example Case Study51

Figure 1 illustrates COSMIR on a question from the Infbench-QA dataset (Section 5): Where did52

Kiara and Carter first meet before becoming roommates in Nigeria? Early in the book (chunk 1),53

the text states that Kiara met a pale young gentleman at Miss Kiley’s house; they fought in the54

garden, without naming the gentleman. Much later (chunk R), the gentleman is identified as Carter.55

With COSMIR, the Planner seeds “Questions” with targeted set of sub-questions such as What is56

Kiara’s history of encounters before becoming roommates with Carter?. The Extract phase57

of Worker records the early passage as a relevant element in “Gathered Facts” (preserving the text58

under the memory budget). When a later fragment reveals the identity of the gentleman, the Infer59

phase of the Worker reconciles the two sections into an entry in “Inferred Facts”, resolving the60

ambiguity of the cross reference. Refine phase marks the relevant sub-question as answered and61

prunes distractors. Finally, Manager composes the answer using both the early encounter span and62

the later identity span in “Structured Memory”, resulting in a faithful and evidence-cited resolution.63

By contrast, pipelines that rely on unstructured summaries (e.g., CoA-style message passing) fre-64

quently compress away the unnamed encounter or fail to reconnect it when the identity appears many65

chunks later, leading to missed long-range links. The failure example is provided in more detail in66

Appendix A.1.1.67

3 Related Work68

We review three areas relevant to our framework: long-context modeling, multi-agent collaboration,69

and memory mechanisms.70

Long-Context Modeling for LLMs Extending the context window remains a core challenge.71

Techniques like Retrieval-Augmented Generation (RAG) [Lewis et al., 2020] aim to reduce the input72

by retrieving relevant segments via embedding similarity but often miss critical evidence [Zhang73

et al., 2024b]. Window-extension methods aim to extend LLM context windows using new attention74

mechanisms [Liu and Abbeel, 2023] and position interpolation [Peng et al., 2024]. Such methods,75

along with large-context models such as Claude Sonnet 4 [Anthropic, 2024], enable direct processing76

but suffer from degraded focus [Liu et al., 2024]. Recent proposals like MemAgent [Yu et al., 2025]77

and Sculptor [Li et al., 2025] explore memory-augmented processing, but do not explicitly structure78

reasoning dependencies. Parallel works in improving model reasoning capabilities over long-context,79

like SELF-DISCOVER [Zhou et al., 2024], ALR2 [Li et al., 2024], and InfinityThink [Yan et al.,80

2025], enhance reasoning by adopting explicit task-specific structure and decouple reasoning and81

inferencing. However, these approaches rely on the base model to jointly perform reasoning,82

inference, and memory management, which can overextend its capacity in long-context scenarios.83

COSMIR adopts benefits from structured reasoning and augments them with memory-augmented84

processing by enforcing explicit state-based structured reasoning.85
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Per Chunk Worker

Structured Memory
Generated
Questions

Kiara becomes roommates with Carter in Nigeria.
Kiara had met Carter once before, in:

  
 Questions
 - What is Kiara's history of encounters before
becoming roommates with Carter...
 - What is Carter's history of encounters before
becoming roommates with Kiara...
 ....
  
 Gathered Facts
 ...
 - Kiara met a pale young gentleman at Miss
Kiley's house. They had a fistfight in the
garden.
 ....
 - It is revealed that Carter is the pale young
gentleman whom Kiara fought
  
 Inferred Facts
 ...
 - Kiara first met Carter when they fought at
Miss Kiley's house
 ....

When I had exhausted the garden... found myself
exchanging a broad stare with a pale young

gentleman... 'Come and fight,' said the pale young
gentleman.

As I stood opposite to Mr. Bellatrix... I saw the
starting appearance come into his own eyes that I

knew to be in mine... “And you,” said I, “are the pale
young gentleman!”... I derived from this speech that
Mr. Carter Bellatrix (for Carter was the pale young

gentleman’s name)

Query 

Chunk 1 

Chunk R 

Kiara first met Carter at Miss Kiley's house

Figure 1: Overview of COSMIR, a training-free framework for long context tasks. It consists of
a Planner agent which given the question generates clarifying sub-questions. Segmented chunks
from the context are then processed by the Worker agent in a fixed micro cycle which has three
phases: Extract, Infer and Refine. Through these phases the Worker agent edits a structured
centralized memory by extracting facts, making logical inferences over the facts and planning next
steps by removing/adding new sub-questions. Finally, the structured memory is passed to the
Manager agent to generate a final coherent answer. Boxes in blue are excerpts from chunks c1 and
cR. Key portions of these excerpts, that are needed to answer the query q have been highlighted
and corresponding facts that have been extracted from these chunks have been highlighted in the
structured memory.

Multi-Agent LLM Collaboration Multi-agent systems have been widely studied for decomposing86

complex tasks [Guo et al., 2024]. Prior work in the space of multi-agent LLM collaboration focuses87

on reasoning on small text through multi-agent discussion [Du et al., 2024, Xiong et al., 2023, Chen88

et al., 2023b, Tang et al., 2024, Chen et al., 2024, Zhao et al., 2024] on domains like reasoning [Du89

et al., 2024, Tang et al., 2024, Zhao et al., 2024], paper review [Xu et al., 2023], and coding generation90

[Wang et al., 2025, Wadhwa et al., 2024]. Different from prior works, we target reasoning over long91

contexts. For long context reasoning, XpandA [Xiao et al., 2025] uses dynamic chunk partitioning92

and selective replay mechanisms to accelerate inference on long texts. Other collaborative strategies93

(e.g., multi-hop prompting [Yao et al., 2023]) improve decomposition but lack persistent, structured94

memory. COSMIR differs by combining multi-agent decomposition with centralized, structured95

memory. Among prior multi-agent approaches for long-context handling, our work is most similar to96

Chain-of-Agents (CoA) [Zhang et al., 2024b], which handles long-context reasoning by coordinating97

multiple worker agents in sequential collaboration but this can result in information loss and cascading98

errors. COSMIR improves on this approach by conditioning the workers with high quality clarifying99

questions and decomposing the worker agent into multiple phases which focus on dedicated subtasks,100

namely; Fact Extraction, Logical Inference and Problem Refinement.101

Memory Systems for LLMs Memory systems for LLMs have been explored in several dimensions.102

Training time approaches integrate memory directly into the architecture, such as recurrent memory103

layers [Bulatov et al., 2022], side network memory encoders [Wang et al., 2023, 2024b], or through104

trainable memory layers [Berges et al., 2025]. Other training methods involve training models to105

generate designated memory tokens [Jin et al., 2025, Yu et al., 2025, Qian et al., 2025]. Runtime106

methods instead attach external stores [Zhong et al., 2024, Das et al., 2024] or retrieve memory107

units created from the token sequence [Xiao et al., 2024, Fountas et al., 2025]. More structured108

approaches explicitly organize and manage memory contents: for instance, MemWalker [Chen et al.,109

2023a] generates, organizes, and consumes hierarchical summaries of the context, while HippoRAG110

[Gutiérrez et al., 2025] takes inspiration from associative memory in the brain, building graph-like111

structures that support spreading activation and relational retrieval. While these systems enhance112

retention and retrieval, they often operate at a hidden or architectural level, limiting interpretability.113
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Our method complements them by providing a transparent, text-based memory that explicitly records114

gathered, inferred facts and unanswered threads, enabling workers to reason collaboratively while115

exposing intermediate states for inspection.116

4 Methodology117

COSMIR inherits the high-level idea from CoA [Zhang et al., 2024b] of traversing long contexts118

with lightweight agents, but generalizes it in two ways: (1) a planner that converts the user query119

into concrete investigation targets and (2) workers who operate over a structured centralized working120

memory rather than emitting free-form summaries. The manager then produces the final answer121

from that structured memory. This preserves the intuition of chain-style processing while changing122

both the artifact being passed (structured memory vs. summary) and the internal procedure of the123

worker (a fixed micro-cycle instead of “summarize and pass”).124

4.1 Centralized Memory125

The centralized memory in COSMIR is defined as126

M :=
〈
Q,Fg,Fi, a

〉
, (1)

whereQ denotes the set of unresolved sub-questions,Fg the set of gathered facts,Fi the set of inferred127

facts, and a the synthesized answer, which remains empty until the reasoning process terminates. To128

limit the context available to each agent, the size of Fg is constrained to at most a k-fraction of the129

length of a chunk.130

4.2 Agent Roles and Execution131

Planner (Decompose). From the user query q, the planner seeds Q with a small set of checkable132

questions. The Planner generates two classes of questions; Focused questions that decompose the133

user query q into smaller bite-sized sub-questions and exploratory information nets that promote134

broad fact extraction which serves to catch facts that might slip through the direct questions.135

Worker (Analyze chunks with a fixed micro-cycle). Given a chunk cj and current M , each136

worker performs a three-step micro-cycle:137

• Extract: From chunk cj and the current question set Q, select evidence units relevant to138

the user query q and the current question set Q and append them to Fg while adhering to139

the memory budget. If the size of Fg goes over the allotted memory budget then oldest140

facts in Fg are pruned away till Fg fits in the allotted budget.141

• Infer: Using E = Fg ∪ Fi, derive new, grounded claims and add them to Fi.142

• Refine: Update the question set Q by marking resolved items and spawning focused143

follow-ups that improve utility of later chunks.144

Manager (Synthesize). After all chunks are processed, the manager computes a using the memory145

M producing the answer plus an optional rationale citing evidence.146

Algorithm 1 provides the end-to-end pseudo-code for COSMIR, detailing planning, the worker147

micro-cycle (Extract, Infer, Refine) over chunks, and the final synthesis by the manager.148

5 Experimental Setup149

5.1 Datasets150

We evaluate COSMIR on the long context QA split of the HELMET benchmark [Yen et al., 2025].151

This split consists of three datasets, namely:152

1. ∞bench English QA: This dataset consists of freeform questions on English novels with153

entity replacement. The evaluation metric is ROUGE F1 score [Lin, 2004]. We refer to this154

dataset as InfBench-QA going forward.155
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Algorithm 1 COSMIR: Chain Orchestrated Structured Memory for Iterative Reasoning
Require: query q; chunks C = {c1, . . . , cL}; memory fraction k
Ensure: answer a

1: Q ← Plan(q); ▷ Planner agent
2: Fg ← ∅; Fi ← ∅; a← ∅
3: M ← ⟨Q,Fg,Fi, a⟩
4: for j = 1 to L do ▷ Worker agents process chunks left-to-right
5: ∆Fg ← Extract(cj ,Q)
6: Fg ← Fg ∪∆Fg

7: Fg ← Prune(Fg, k)
8: ∆Fi ← Infer(Fg,Fi)
9: Fi ← Fi ∪∆Fi

10: Q ← Refine(Q,Fg,Fi)
11: M ← ⟨Q,Fg,Fi, a⟩ ▷ Structured communication unit
12: end for
13: a← SYNTHESIZE(M) ▷ Manager agent
14: return a

2. ∞bench English MC: This dataset consists of multiple-choice questions on English novels156

with entity replacement. The evaluation metric is exact match (EM). We refer to this dataset157

as InfBench-MC going forward.158

3. NarrativeQA: This dataset consists of free-form questions on English books and movie159

scripts. The evaluation metric is ROUGE F1 score [Lin, 2004].160

Specifically, for NarrativeQA, we further filter the dataset to only have questions with a context of at161

least 256000 tokens; we call this subset NarrativeQA-256k.162

5.2 Baselines and System Configurations163

The primary baseline that we test COSMIR against is CoA [Zhang et al., 2024b]. For both164

COSMIR and CoA, a chunk size of 64000 tokens is chosen, while the maximum size of the summary165

and memory is chosen to be 8000 tokens. We additionally also test COSMIR against a truncated166

context setting (TC) where the context is truncated down to 128000 tokens by removing sentences167

from the middle of the context [Zhang et al., 2024a].168

We run all three techniques with three models: GPT-4.1, GPT-4.1-mini, and Qwen3-14B. Model-level169

settings (temperature, max tokens) are identical across methods to ensure fair comparison.170

6 Results and Analysis171

Table 1 shows the results for the three models for all three datasets. We see that COSMIR outperforms172

both baselines for all model-dataset combinations. The largest gains of COSMIR over CoA are seen173

for InfBench-QA and NarrativeQA-256k, which are free-form question-response benchmarks.174

The gains are also consistent across different model sizes, showing the universal applicability of the175

technique.176

Performance gains of COSMIR and CoA over the TC baseline are representative of the better177

extraction and storage of facts in both CoA and COSMIR. Furthermore, the TC baseline illustrates178

performance degradation of models at extreme context lengths. This effect is especially pronounced179

for GPT-4.1-mini, which sees a steeper decline in performance compared to other models, consistently180

performing worse than both GPT-4.1 and Qwen3-14B for all the datasets in the TC baseline.181

Gains between COSMIR and CoA are primarily driven by the decomposition of the reasoning182

process and the specific structured memory of COSMIR. The structured memory preserves far183

more contextual information than intermediate CoA summaries, resulting in lower information loss.184

Furthermore, generating targeted sub-questions helps guide the fact-extraction process, enabling the185

extraction of broader facts from the initial chunks. These facts can then serve both as input and186

contextual support for fact extraction and inference in later chunks. Both COSMIR and CoA have187
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Model Method InfBench-QA InfBench-MC NarrativeQA-256k
(ROUGE-F1) (Exact Match) (ROUGE-F1)

GPT-4.1
TC 36.05 70.31 28.87
CoA 47.62 86.03 35.27
COSMIR 50.74 87.33 37.58

GPT-4.1-mini
TC 17.59 46.28 18.10
CoA 40.47 72.49 29.17
COSMIR 43.56 74.23 31.43

Qwen3-14B
TC 35.99 56.33 27.37
CoA 38.12 65.07 29.53
COSMIR 40.76 65.93 31.14

Table 1: Performance comparison of COSMIR, CoA, and TC across three long-context datasets
for GPT-4.1, GPT-4.1-mini, and Qwen3-14B. The evaluation metrics for each dataset are mentioned
alongside the dataset. Best results for each dataset and model are in bold.

high performance on the InfBench-MC benchmark. The multiple-choice options present with the188

query provide enough context for both techniques to correctly gather relevant evidence from the text.189

This also explains the meager gains seen between COSMIR and CoA.190

As with sequential processing methods like CoA, fact extraction is the most critical component of191

COSMIR. If a relevant fact is not correctly extracted, later workers have no reliable way to reconstruct192

it unless the fact reappears elsewhere in the text. The remaining components in COSMIR are193

explicitly intended to support fact extraction. They produce high-quality clarifying questions to194

condition the Extract phase of the Worker and separate logical fact inference and problem-195

refinement into dedicated phases, but the Extract phase of the Worker remains the key bottleneck196

in the performance of COSMIR. We confirm this point with a targeted ablation, we initialize the197

Planner, the Infer phase of the Worker, the Refine phase of the Worker, and Manager agents198

with GPT-4.1 while the Extract phase of the worker uses Qwen3-14B (we call this COSMIR-199

Extract-Qwen3) and compare the end task performance with initializing all components with GPT-200

4.1 (COSMIR-GPT-4.1) and Qwen3-14B (COSMIR-Qwen3). Table 2 shows the results of these201

three configurations on the HELMET Long-Context QA benchmarks. We find that COSMIR-202

Extract-Qwen3 ablation performs better than COSMIR-Qwen3, especially for the InfBench-QA and203

NarrativeQA-256k benchmarks, but it falls quite short of the performance of COSMIR-GPT-4.1.204

The gains over COSMIR-Qwen3 are primarily driven by the higher quality of the other components205

in COSMIR-Extract-Qwen3. Just by reducing the quality of the Extract phase of the Worker in206

COSMIR-GPT-4.1, the performance has regressed closer to the performance of COSMIR-Qwen3,207

showing that the performance is bottlenecked by the quality of the Extract phase of the Worker208

agent.

Method InfBench-QA InfBench-MC NarrativeQA-256k
(ROUGE-F1) (Exact Match) (ROUGE-F1)

COSMIR-Qwen3 40.76 65.93 31.14
COSMIR-Extract-Qwen3 42.81 65.50 32.37
COSMIR-GPT-4.1 50.74 87.33 37.58

Table 2: Results for the HELMET long-context QA split for different model configurations.
COSMIR-Qwen3 has all agents use Qwen3-14B, COSMIR-Extract-Qwen3 has the Extract phase of
the Worker agent use Qwen3-14B while all other components use GPT-4.1 and COSMIR-GPT-4.1
has all sub-agents use GPT-4.1

209
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7 Limitations and Future Work210

COSMIR improves evidence aggregation over CoA for long-context reasoning by combining spe-211

cialized sub-agents with structured memory. However, the method depends critically on extraction212

quality: missed or low-quality extractions are difficult for later agents to recover and can limit end-213

task performance. COSMIR also increases per-example orchestration and requires thrice as many214

LLM calls as CoA. Future work can explore strategies to reduce the overall cost, for example, mixing215

models of different per-token costs to handle different parts of the COSMIR pipeline. Another limi-216

tation of the current experiments is that they rely on fixed-length chunks processed in their original217

order. Further analysis could investigate dynamic chunking strategies and approaches for determin-218

ing optimal chunks and an effective ordering of those chunks, potentially revealing ways to improve219

performance even further. Finally, the current evaluation focuses on Long-Context QA benchmarks,220

the behaviour of COSMIR on other tasks and domains (e.g., summarization, legal/medical text)221

requires additional study. Extending the technique to a broader set of domains and addressing the222

extraction bottleneck more efficiently are promising directions for future work.223

8 Conclusion224

We presented COSMIR, a multi-stage agent architecture that decomposes long-context reasoning225

into explicit sub-tasks (Planning, Extract, Infer, Refine, Manager) and accumulates evidence in a226

structured memory separating gathered and inferred facts. In our evaluations, COSMIR improves227

long-context QA performance relative to chain-of-agents and truncated-context baselines while228

providing interpretable intermediate artifacts that reveal how evidence was collected and combined.229
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A Appendix393

A.1 Failure Modes of CoA394

CoA [Zhang et al., 2024b] exhibits two kinds of major failure modes:-395

1. Faulty Fact Extraction: CoA summaries can be very hyper-focused on the question at396

hand. Because of this, CoA can fail to gather important facts if they are not immediately397

relevant to the query. In longer chunk sequences, CoA can fail to gather crucial evidence398

even when it is relevant to the query. These errors are most evident in Appendix sections399

A.1.1 and A.1.3400

2. Dropping Facts during the sequence: In CoA, each worker agent is asked to generate a401

new summary based on the current chunk and the accumulated summary. Hence, on longer402

chunk sequences, it is possible for important facts to be dropped when generating the next403

summary. This can result in important facts whose relevance is established in later chunks404

being dropped, leading to wrong answers. An example can be seen in Appendix A.1.2.405

This behaviour can be further exacerbated by the tendency of models to be very conservative406

when generating the CoA summaries, leading to very short or overly terse summary and ineffective407

utilization of the provided token budget.408

A.1.1 Failing to Extract Broad Information409

This error can be most clearly seen in the example used in Figure 1. The question asks where did410

Kiara and Carter meet before becoming roommates in Nigeria. To answer this question, the system411

has to gather the fact that Kiara met a pale young gentleman at Miss Kiley’s house; they had a412

fistfight in the garden from Chunk c1 where the identity of the pale, young gentleman is a mystery.413

This mystery is later resolved in a later Chunk cR, where it is revealed that Carter is the pale, young414

gentleman.415

Figure 1 showcases that COSMIR is able to store such information in the memory. In CoA, the416

summary produced does not contain any mention of the meeting with the pale, young gentleman.417

The exact summary for the first chunk is as follows:418
419

Summary:420

421

Kiara is an orphan raised by her much older sister, Mrs. Stevie Bria, and422

her kind-hearted brother-in-law, Stevie, a blacksmith , in a rural423

marsh country. As a child, Kiara has a frightening encounter with an424

escaped convict on the marshes, whom she secretly helps by stealing425

food and a file from her home. Kiara grows up feeling common and426

ashamed of her coarse hands and boots, especially after being exposed427

to the wealthy and eccentric Miss Kiley and her beautiful but haughty428

ward, Ernest. Kiara is apprenticed to Stevie as a blacksmith , but longs429

for a different , more refined life, partly due to his infatuation with430

Ernest. Throughout her childhood and apprenticeship , Kiara is close to431

Robyn, a kind and clever girl who becomes part of their household.432

It was established that Kiara later becomes roommates with Carter in433

Nigeria, and that Kiara had met Carter once before. However, in the434

current source text, there is no mention of Carter or Nigeria; the435

narrative is focused on Kiara’s early life in England, her family,436

apprenticeship , and formative experiences with Miss Kiley, Ernest, and437

Robyn.438

Therefore , Kiara, originally from a rural English marshland where she was439

raised by her sister and apprenticed to a blacksmith , eventually440

becomes roommates with Carter in Nigeria. Kiara and Carter had met once441

before, though the details of that meeting are not provided in the442

current text. The current text provides background on Kiara’s443

upbringing , character development , and relationships , but does not yet444

describe the circumstances of her meeting with Carter or her move to445

Nigeria.446447

Listing 1: Failure of CoA in gathering broad information
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A.1.2 Dropping facts during Sequential Processing448

The problem of CoA dropping facts when processing a sequence of chunks can be seen using the449

same question in Figure 1. Section A.1.1 showcases an instance of CoA not capturing relevant facts450

to begin with. But, across multiple CoA runs over this example, it is possible for the fact, Kiara451

met a pale young gentleman at Miss Kiley’s house; they had a fistfight in the garden, to be452

gathered from Chunk c1. But because the relevance of the fact is not immediately established, the453

fact can be dropped in the summaries of subsequent chunks which results in an irrecoverable loss of454

information. This can be clearly seen when we look at the CoA summary generated after Chunk c1455

and the summary generated after Chunk c2456

457
**Summary of the Source Text and Previous Context:**458

The narrative follows Kiara, a young boy raised by his sister Mrs. Stevie459

Bria, a harsh and controlling woman, and her husband Stevie, a kind460

but physically strong blacksmith. K i a r a s life is marked by fear and461

secrecy, as he is coerced into aiding a mysterious convict with a file462

and food, under threat of violence. The convict, later revealed to be a463

fugitive from the Hulks (prison ships), is eventually recaptured464

during a village-wide search. K i a r a s interactions with the convict465

and his s i s t e r s harsh treatment shape his sense of self-worth,466

leading to feelings of inadequacy and a desire to escape his humble467

life.468

469

Kiara is apprenticed to Stevie, but his aspirations for a better life are470

stifled by his s i s t e r s domineering nature and the oppressive471

environment of their home. Later, he visits Miss Kiley, a reclusive and472

wealthy woman, and her attendant Ernest, who treat him with disdain.473

K i a r a s attempts to improve himself through education and a desire to474

become a gentleman are met with confusion and rejection , particularly475

from Ernest. There, he comes across a pale, young gentleman who fights476

him and knocks him out. A subplot involves Robyn, a kind and observant477

girl who becomes part of their household , offering Kiara a sense of478

camaraderie and practical support.479

480

There is no mention of Carter or Nigeria in the current source text.481

Kiara and Carter have met once before but the details of that meeting482

have not been provided in the current source text.483484

Listing 2: CoA Summary for Chunk c1

485
*Summary of the Source Text and Previous Context:**486

The narrative follows Kiara, a young b l a c k s m i t h s apprentice raised by487

his sister Mrs. Stevie Bria and her husband Stevie, a kind but488

physically imposing blacksmith. K i a r a s life is marked by fear and489

secrecy, as he is coerced into aiding a mysterious convict with a file490

and food under threat of violence. The convict, later revealed to be a491

fugitive from the Hulks (prison ships), is recaptured during a village-492

wide search. K i a r a s interactions with the convict and his s i s t e r s493

harsh treatment shape his sense of inadequacy and desire for escape.494

495

Kiara is apprenticed to Stevie but feels stifled by his s i s t e r s496

domineering nature and the oppressive environment of their home. As497

Kiara matures, he becomes increasingly dissatisfied with his498

apprenticeship at the forge and dreams of a better life. His499

aspirations for a better life are complicated by his s i s t e r s disdain500

and the influence of Miss Kiley, a reclusive and wealthy woman, and501

her attendant Ernest, who treat him with condescension. K i a r a s502

journey to self-improvement is further complicated by his growing503

feelings for Ernest and the mysterious benefactor , Mr. Dilan, who tells504

Kiara that he has "great expectations" and that he is to be brought up505

as a gentleman in Nigeria.506

507

There is no mention of Carter in the current source text. The current508

source text sets up the stage for Kiara to move to Nigeria to become a509
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gentleman but it does not provide any information about Carter and510

their meeting with Kiara.511512

Listing 3: CoA Summary for Chunk c2

As can be seen in listing 2, the summary generated for Chunk c1 contains the information about the513

meeting with the pale, young gentleman. But this information is dropped in the summary for chunk514

c2 as can be seen in listing 3.515

A.1.3 Failure in Extracting Specific Information516

This example showcases a simple error in fact extraction where CoA fails to gather specifics related517

to an event, instead opting to note broad strokes information like narrative context and thematic518

throughlines. The query asks How did Marianne, a character in the context, die?. The gold519

answer notes that Marianne dies by trying to jump over a fence on a horse. The death of this520

character happens in the latter half of the book, in Chunk c6. The specific passage showcasing the521

moment of the character’s demise from the context is as follows:522

523
And then we seen him way down at the end of the pasture. He must have524

jumped the fence right over there. And he come r i d i n hell-for-525

leather up the hill, s i n g i n at the top of his voice like he d i d n t526

have a care in the world. I d i d n t know your pa had such a voice. He527

was s i n g i n P e g in a Low-backed C a r and b e a t i n the horse528

with his hat and the horse was g o i n like mad. He d i d n t draw rein529

when he come near the top and we seen he was g o i n to jump the530

pasture fence and we hopped up, scared to death, and then he yelled:531

L o o k , Lucian! Watch me take this one! But the horse stopped right532

on his haunches at the fence and w o u l d n t take the jump and your pa533

went right over his head. He d i d n t suffer none. He was dead time we534

got to him. I guess it broke his neck.535536

Listing 4: Passage from the Context for the Question

This incident is wrapped in a broader context of Marianne grieving the death of his wife, Lucian537

and the emotional and physical toll of the post civil war era. Given this context, CoA is able to note538

the broader context about Marianne’s grief and post war difficulties but CoA omits the more direct539

information related to how the character died. The exact summary is as follows:540

541
**Summary of the Source Text and Previous Context:**542

The narrative follows **Debbie O K e r r y Kaitlin**, a Southern woman543

navigating the challenges of post-Civil War Reconstruction , personal544

ambition , and familial tensions. Earlier summaries indicated that her545

father, **Marianne O K e r r y **, an Irish-born plantation owner, was546

alive and enduring the w a r s aftermath , struggling to manage T a r a s547

estate while maintaining his pride and resilience. However, in the **548

current source text** (Chapter XXXIX), it is revealed that **Marianne549

O K e r r y dies in June**, shortly after D e b b i e s return to Jonesboro.550

This is confirmed through a message from **Will Blain** and later551

elaborated by **Will** during the funeral, where he describes552

M a r i a n n e s death as a result of his **broken heart following the553

death of his wife, Lucian O K e r r y **, and his inability to cope with554

the emotional and physical toll of the post-war era. The text555

explicitly states that M a r i a n n e s death occurs **before D e b b i e s556

return to Atlanta**, and his passing is marked by a **funeral at Tara557

**, where his **legacy as a Southern gentleman and fighter for his land558

** is acknowledged. The earlier summary likely omitted this detail, but559

the **current text confirms M a r i a n n e s death in Chapter XXXIX** due560

to grief and the hardships of Reconstruction.561

562

**Answer to the Query:**563

In the **current source text** (Chapter XXXIX), **Marianne O K e r r y dies564

in June** after the Civil War, primarily due to **grief over the death565

of his wife, Lucian**, and the **emotional and physical toll of566

Reconstruction**. His death is confirmed via a message from **Will567
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Blain** to Debbie, who returns to Jonesboro to attend the funeral.568

During the eulogy, Will explains that M a r i a n n e s heart had "died"569

with L u c i a n s passing, leaving him "addled" and unable to recover.570

The text does not provide explicit details of his death (e.g., illness,571

accident , or natural causes), but it emphasizes his **spiritual and572

emotional collapse** as the central cause. This contradicts earlier573

summaries that portrayed him as alive, but the **current narrative574

definitively states his death** in Chapter XXXIX.575576

Listing 5: CoA Summary for Chunk c6

A.2 Prompts Used in COSMIR577

578
You are an expert research planner. Your task is to devise an exhaustive579

research strategy to answer a complex MAIN_QUERY. The goal is not just580

to find the direct answer, but to generate a set of broad, overlapping581

"Information Nets" that will reliably catch all the necessary facts,582

even if they are indirect or their relevance is not immediately obvious583

.584

585

### The Thought Process586

587

Follow this three-step thinking process to generate your questions:588

589

1. **Deconstruct the Query:** Identify the core entities , the central590

event/relationship , and all constraints (temporal, locational , etc.).591

592

2. **Formulate a Multi-Pronged Strategy:** Based on the deconstruction ,593

define your angles of attack.594

* **The Direct Approach:** Formulate a question that tracks the595

direct interaction or causal link between the core components of596

the query. This is your primary target.597

* **The Decomposed Approach (Crucial Step):** Assume the direct598

answer might be incomplete or misleading. To find the full context,599

investigate each core entity’s history *independently* within the600

query’s constraints. This allows you to discover the underlying601

factors and connections that explain the central event.602

603

3. **Generate Broad, Far-Reaching Questions:** Convert your strategy604

into a set of questions. These questions should act as directives for a605

comprehensive note-taking process.606

607

---608

### Example of the Thought Process in Action609

610

**MAIN_QUERY:** "What was the primary reason Project ’Orion’ was611

cancelled following the acquisition of ’Innovate Corp’?"612

613

**1. Deconstruction:**614

* **Core Entities:** ‘Project ’Orion’‘, ‘’Innovate Corp’‘.615

* **Central Event:** ‘cancelled ‘.616

* **Constraints:** ‘following the acquisition ‘ (temporal and potential617

causal link).618

619

**2. Strategy Formulation:**620

* **Direct Approach:** I need to find the officially stated reason for621

the cancellation of ’Orion’ and see how it connects to the acquisition.622

* **Decomposed Approach:** The official reason might not be the whole623

story. The real cause lies at the intersection of the two entities’624

independent histories. I must build a complete picture of both ’Orion’625

and ’Innovate Corp’ leading up to the cancellation.626

* First, I will research Project ’Orion’s’ history on its own. What627

were its goals, budget, progress , and known problems?628
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* Second, I will research ’Innovate Corp’. What technology did they629

possess? What was the strategic purpose of their acquisition?630

* By understanding both entities in isolation , I can cross-631

reference the timelines to uncover the true reason for the632

cancellation (e.g., ’Innovate Corp’s’ technology made ’Orion’633

redundant , the acquisition shifted budget priorities , etc.).634

635

**3. Generate Questions (The "Information Nets"):**636

* (From the Direct Approach) -> "Find all official statements , memos,637

or post-mortems that explicitly state the reason for Project ’Orion’s’638

cancellation."639

* (From the Decomposed Approach for ’Orion’) -> "What is the complete640

history of Project ’Orion’ *before the acquisition*: its stated goals,641

budget, key personnel , major milestones , and any documented challenges642

or internal reviews."643

* (From the Decomposed Approach for ’Innovate Corp’) -> "what is the644

core technology and product line of ’Innovate Corp’ at the time of its645

acquisition. What was the stated business strategy behind the646

acquisition?"647

* (To link the contexts) -> "What organizational changes, budget648

reallocations , or technology integrations occurred between the teams of649

Project ’Orion’ and ’Innovate Corp’ after the acquisition was650

finalized?"651

652

**MAIN_QUERY:** "Where was the first documented contact between Norse653

voyagers and the Indigenous peoples of what is now North America?"654

655

**1. Deconstruction:**656

* **Core Entities:** ‘Norse voyagers‘, ‘Indigenous peoples of North657

America ‘.658

* **Central Event:** ‘first documented contact ‘.659

* **Constraints:** ‘where‘ (location) and ‘first‘ (chronology); note660

ambiguity in what counts as "documented" (Norse texts, Indigenous oral661

history, or archaeology).662

663

**2. Strategy Formulation:**664

* **Direct Approach:** Locate the earliest explicit records or securely665

dated artifacts that document an encounter between Norse voyagers and666

Indigenous peoples.667

* **Decomposed Approach (Two overlapping information nets):**668

* **Net A Norse / Euro Records & Material Evidence:** Gather669

Norse saga passages, contemporaneous chronicles , runic or other670

inscriptions , and archaeological sites with Norse artifacts in671

Atlantic/North American regions; extract dates, claimed locations ,672

and any mention of locals.673

* **Net B Indigenous Oral Traditions & Local Archaeology:**674

Compile Indigenous oral histories , place-names, and archaeological675

reports that describe encounters with outsiders or show foreign676

artifacts or cultural change; extract dating, locality, and677

descriptions.678

* The union of Nets A and B catches earliest "documentation"679

regardless of genre.680

681

**3. Generate Questions (The "Information Nets"):**682

* (From the Direct Approach) -> "What is the chronologically earliest683

explicit written accounts or European chronicles claiming Norse contact684

with Indigenous peoples, with exact quotations and dates."685

* (From Net A) -> "List archaeological sites in Atlantic Canada /686

nearby with securely dated Norse artifacts; for each, describe dating687

evidence and whether Indigenous Norse interaction is evident."688

* (From Net B) -> "Collect Indigenous oral histories and regional689

archaeological reports that describe early encounters with seafaring690

outsiders , including dating and locality details."691

* (To link the contexts) -> "For each Norse-dated site or saga692

reference , is there corresponding Indigenous evidence (oral or693
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archaeological) at the same place/time? For Indigenous -suggested cases,694

is there any Norse material or European mention nearby?"695

* (Edge cases) -> "Could artifacts be trade items rather than evidence696

of direct contact? How do radiocarbon and stratigraphic dates constrain697

’first’ claims?"698

699

---700

### YOUR TASK701

702

Now, apply this exact same thought process to the following MAIN_QUERY.703

704

After thinking return this output format:705

‘‘‘yaml706

questions:707

- "Broad Question from Direct Approach"708

- "Broad Question from Decomposed Approach (Entity 1)"709

- "Broad Question from Decomposed Approach (Entity 2)"710

# ... and so on711

gathered_facts: []712

inferred_facts: []713

answer: ""714

‘‘‘715

MAIN_QUERY: {{query}}716717

Listing 6: Planner Prompt

718
Respond with YAML format ONLY. Do not use markdown code blocks or any719

other formatting.720

721

Extract ALL relevant facts from the CONTEXT_CHUNK that could help answer722

the MAIN_QUERY.723

Pay special attention to:724

- Named entities (organizations , satellites , technologies , people)725

- Relationships between entities (who made what, who operated what)726

- Historical connections (what came before what, experimental vs727

operational)728

- Technical specifications and capabilities729

730

Return the complete updated YAML structure with new facts added:731

732

gathered_facts:733

- "new fact from chunk"734

735

MAIN_QUERY: {{query}}736

CONTEXT_CHUNK: {{chunk}}737

CURRENT_MEMORY:738

{{memory}}739740

Listing 7: Extract Phase Prompt

741
Respond with YAML format ONLY. Do not use markdown code blocks or any742

other formatting.743

744

Based on the gathered facts, make logical inferences that help answer the745

MAIN_QUERY.746

Look for:747

- Connections between entities mentioned in different facts748

- Historical relationships (what led to what)749

- Organizational relationships (who owns/operates/manufactures what)750

- Timeline connections (experimental versions leading to operational751

versions)752

753

MAIN_QUERY: {{query}}754

755

16



Return the complete updated YAML structure:756

757

inferred_facts:758

- "existing inferred facts"759

- "new logical inferences"760

761

CURRENT_MEMORY:762

{{memory}}763764

Listing 8: Infer Phase Prompt

765
Respond with YAML format ONLY. Do not use markdown code blocks or any766

other formatting.767

768

Remove answered questions and optionally add new ones.769

770

MAIN_QUERY: {{query}}771

772

Return exactly this YAML structure:773

774

questions:775

- "remaining unanswered questions or newly added questions"776

777

CURRENT_MEMORY:778

{{memory}}779780

Listing 9: Refine Sub-agent Prompt

781
Respond with YAML format ONLY. Do not use markdown code blocks or any782

other formatting.783

784

Based on the gathered facts and inferences , answer this question: {{query785

}}786

787

Analysis approach:788

1. Identify all relevant entities mentioned in the facts789

2. Trace relationships and connections between entities790

3. Follow logical chains to reach the final answer791

4. Provide a direct, concise answer792

793

{{memory}}794

795

Return exactly this YAML structure:796

797

answer: "concise answer here"798

questions: []799

800

{TASK_SPECIFIC_INST}801802

Listing 10: Manager Prompt
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