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Abstract

Neural functional networks (NFNs) have recently gained significant attention due
to their diverse applications, ranging from predicting network generalization and
network editing to classifying implicit neural representation. Previous NFN de-
signs often depend on permutation symmetries in neural networks’ weights, which
traditionally arise from the unordered arrangement of neurons in hidden layers.
However, these designs do not take into account the weight scaling symmetries
of ReLU networks, and the weight sign flipping symmetries of sin or Tanh net-
works. In this paper, we extend the study of the group action on the network
weights from the group of permutation matrices to the group of monomial matrices
by incorporating scaling/sign-flipping symmetries. Particularly, we encode these
scaling/sign-flipping symmetries by designing our corresponding equivariant and
invariant layers. We name our new family of NFNs the Monomial Matrix Group
Equivariant Neural Functional Networks (Monomial-NFN). Because of the expan-
sion of the symmetries, Monomial-NFN has much fewer independent trainable
parameters compared to the baseline NFNs in the literature, thus enhancing the
model’s efficiency. Moreover, for fully connected and convolutional neural net-
works, we theoretically prove that all groups that leave these networks invariant
while acting on their weight spaces are some subgroups of the monomial matrix
group. We provide empirical evidences to demonstrate the advantages of our model
over existing baselines, achieving competitive performance and efficiency. The
code is publicly available at https://github.com/MathematicalAI-NUS/Monomial-
NFN.

1 Introduction

Deep neural networks (DNNs) have become highly versatile modeling tools, finding applications
across a broad spectrum of fields such as Natural Language Processing [15, 29, 51, 66], Computer
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Vision [27, 37, 61], and the Natural Sciences [31, 49]. There has been growing interest in developing
specialized neural networks to process the weights, gradients, or sparsity masks of DNNs as data.
These specialized neural networks are called neural functional networks (NFNs) [71]. NFNs have
found diverse applications, ranging from predicting network generalization and network editing
to classifying implicit neural representations. For instance, NFNs have been employed to create
learnable optimizers for neural network training [5, 11, 42, 52], extract information from implicit
neural representations of data [43, 52, 60], perform corrective editing of network weights [13, 44, 56],
evaluate policies [26], and conduct Bayesian inference using networks as evidence [59].
Developing NFNs is inherently challenging due to their high-dimensional nature. Some early methods
to address this challenge assume a restricted training process that effectively reduced the weight
space [9, 19, 41]. More recent efforts have focused on building permutation equivariant NFNs
that can process neural network weights without such restrictions [35, 45, 71, 72]. These works
construct NFNs that are equivariant to permutations of weights, corresponded to the rearrangement
of neurons in hidden layers. Such permutations, known as neuron permutation symmetries, preserve
the network’s behavior. However, these approaches often overlook other significant symmetries in
weight spaces [12, 24]. Notable examples are weight scaling transformations for ReLU networks
[7, 12, 46] and sign flipping transformations for sin and tanh networks [14, 22, 38]. Consequently,
two weight spaces of a ReLU networks, that differ by a scaling transformation, two weight spaces of
a sin, or tanh networks that differ by a sign flipping transformation, can produce different results
when processed by existing permutation equivariant NFNs, despite representing the same functions.
This highlights a fundamental limitation of the current permutation equivariant NFNs.
Contribution. In this paper, we extend the study of symmetries in weight spaces of Fully Connected
Neural Networks (FCNNs) and Convolution Neural Networks (CNNs) by formally establishing a
group of symmetries that includes both neuron permutations and scaling/sign-flipping transforma-
tions. These symmetries are represented by monomial matrices, which share the nonzero pattern of
permutation matrices but allow nonzero entries to be any value rather than just 1. We then introduce
a novel family of NFNs that are equivariant to groups of monomial matrices, thus incorporating
both permutation and scaling/sign-flipping symmetries into the NFN design. We name this new
family Monomial Matrix Group Equivariant Neural Functional Networks (Monomial-NFNs). Due to
the expanded set of symmetries, Monomial-NFN requires significantly fewer independent trainable
parameters compared to baseline NFNs, enhancing the model’s efficiency. By incorporating equivari-
ance to neuron permutations and weight scaling/sign-flipping, our NFNs demonstrate competitive
generalization performance compared to existing models. Our contribution is three-fold:

1. We formally describe a group of monomial matrices satisfying the condition that the transfor-
mation of weight spaces of FCNNs and CNNs using these group elements does not change
the function defined by the networks. For ReLU networks, this group covers permutation and
scaling symmetries of the weight spaces, while for sin or tanh networks, this group covers
permutation and sign-flipping symmetries. The group is proved to be maximal in certain cases.

2. We design Monomial-NFNs, the first family of NFNs that incorporate scaling and sign-flipping
symmetries of weight spaces as far as we are aware. The main building blocks of Monomial-
NFNs are the equivariant and invariant linear layers for processing weight spaces.

3. We show that the number of parameters in our equivariant linear layer is much lower than in
recent permutation equivariant NFNs. In particular, our method is linear in the number of layers
and dimensions of weights and biases, compared to quadratic as in [71]. This demonstrates
that Monomial-NFNs have the ability to process weight spaces of large-scale networks.

We evaluate Monomial-NFNs on three tasks: predicting CNN generalization from weights using Small
CNN Zoo [64], weight space style editing, and classifying INRs using INRs data [71]. Experimental
results show that our model achieves competitive performance and efficiency compared to existing
baselines.
Organization. We structure this paper as follows: After summarizing some related work in Section 2,
we recall the notions of monomial matrix group and describe their maximal subgroups preserved
by some nonlinear activations in Section 3. In Section 4, we formalize the general weight space of
FCNNs and CNNs, then discuss the symmetries of these weight spaces using the monomial matrices.
In Section 5, we construct monomial matrix group equivariant and invariant layers, which are building
blocks for our Monomial-NFNs. In Section 6, we present our experimental results to justify the
advantages of Monomial-NFNs over the existing permutation equivariant NFN baselines. The paper
ends with concluding remarks. More experimental details are provided in the Appendix.
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2 Related Work

Symmetries of Weight Spaces. The challenge of identifying the symmetries in the weight spaces
of neural networks, or equivalently, determining the functional equivalence of neural networks, is
a well-explored area in academic research [3, 10, 16, 23, 47]. This problem was initially posed by
Hecht-Nielsen in [28]. Results for various types of networks have been established as in [1, 2, 12, 14,
22, 38, 63].
Neural Functional Networks. Recent research has focused on learning representations for trained
classifiers to predict their generalization performance and other insights into neural networks [8, 20,
64, 54, 53, 55]. In particular, low-dimensional encodings for Implicit Neural Representations (INRs)
have been developed for downstream tasks [18, 41]. Other studies have encoded and decoded neural
network parameters mainly for reconstruction and generation purposes [6, 21, 34, 48].
Equivariant Neural Functional Networks. Permutations and scaling, for ReLU networks, as well as
sign-flipping, for sine or tanh networks, symmetries, are fundamental symmetries of weight networks.
Permutation-equivariant NFNs are successfully built in [4, 35, 40, 45, 70, 71, 72]. In particular, the
authors in [35, 40] carefully construct computational graphs representing the input neural networks’
parameters and process the graphs using graph neural networks. In [4], neural network parameters
are efficiently encoded by carefully choosing appropriate set-to-set and set-to-vector functions.
The authors in [70] view network parameters as a special case of a collection of tensors and then
construct maximally expressive equivariant linear layers for processing any collection of tensors
given a description of their permutation symmetries. These methods are applicable to several types of
networks, including those with branches or transformers. However, these models were not necessarily
equivariant to scaling nor sign-flipping transformations, which are important symmetries of the input
neural networks.
Our method makes the first step toward incorporating both permutation and non-permutation symme-
tries into NFNs. In particular, the model proposed in our paper is equivariant to permutations and
scaling, for ReLU networks, or sign-flipping, for sine and tanh networks. This leads to a significant
reduction in the number of parameters, a property that is particularly useful for large neural networks
in modern deep learning, while achieving comparable or better results than those in the literature.
The authors in [32, 67] have also developed NFNs that incorporates scaling symmetries.

3 Monomial Matrices Perserved by a Nonlinear Activation

Given two sets X,Y , and a group G acts on them, a function ϕ : X ! Y is called G-equivariant if
ϕ(g ·x) = g ·ϕ(x) for all x ∈ X and g ∈ G. If G acts trivially on Y , then we say ϕ is G-invariant. In
this paper, we consider NFNs which are equivariant with respect to certain symmetries of deep weight
spaces. These symmetries will be represented by monomial matrices. In Subsection 3.1, we recall the
notion of monomial matrices, as well as their actions on space of matrices. We then formalize the
maximal group of matrices preserved by the activations ReLU, sin and Tanh in Subsection 3.2.

3.1 Monomial Matrices and Monomial Matrix Group Actions

All matrices considered in this paper have real entries and n is a positive integer.

Definition 3.1 (See [50, page 46]). A matrix of size n×n is called a monomial matrix (or generalized
permutation matrix) if it has exactly one non-zero entry in each row and each column, and zeros
elsewhere. We will denote by Gn the set of such all matrices.

Permutation matrices and invertible diagonal matrices are special cases of monomial matrices. In
particular, a permutation matrix is a monomial matrix in which the non-zero entries are all equal
to 1. In case the nonzero entries of a monomial matrix are in the diagonal, it becomes an invertible
diagonal matrix. We will denote by Pn and ∆n the sets of permutation matrices and invertible
diagonal matrices of size n× n, respectively. It is well-known that the groups Gn, Pn, and ∆n are
subgroups of the general linear group GL(n).
Permutation matrix group Pn is a representation of the permutation group Sn, which is the group of
all permutations of the set {1, 2, . . . , n} with group operator as the composition. Indeed, for each
permutation π ∈ Sn, we denote by Pπ the square matrix obtained by permuting n columns of the
identity matrix In by π. We call Pπ the permutation matrix corresponding to π. The correspondence
π 7! Pπ defines a group homomorphism ρ : Sn ! GL(n) with the image Pn = ρ(Sn).
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Each monomial matrix in Gn is a product of an invertible diagonal matrix in ∆n and a permutation
matrix in Pn, i.e.

Gn = {DP : D ∈ ∆n and P ∈ Pn}. (1)
In general, we have PD ̸= DP . However, for D = diag(d1, d2, . . . , dn) and P = Pπ, we have
PD = (PDP−1)P which is again a product of the invertible diagonal matrix

PDP−1 = diag(dπ−1(1), dπ−1(2), . . . , dπ−1(n)) (2)

and the permutation matrix P . As an implication of Eq. (2), there is a group homomorphism
φ : Pn ! Aut(∆n), defined by the conjugation, i.e. φ(P )(D) = PDP−1 for all P ∈ Pn and
D ∈ ∆n. The map φ defines the group Gn as the semidirect product Gn = ∆n ⋊φ Pn (see [17]). For
convenience, we sometimes denote element DP of Gn as a pair (D,P ).
The groups Gn, Pn and ∆n act on the left and the right of Rn and Rn×m in a canonical way (by
matrix-vector or matrix-matrix multiplications). More precisely, we have:
Proposition 3.2. Let x ∈ Rn and A = (Aij) ∈ Rn×m. Then for D = diag(d1, . . . , dn) ∈ ∆n,
D = diag(d1, . . . , dm) ∈ ∆m, Pπ ∈ Pn, and Pσ ∈ Pm, we have:

Pπ · x = (xπ−1(1), xπ−1(2), . . . , xπ−1(n))
⊤,

D · x = (d1 · x1, d2 · x2, . . . , dn · xn)
⊤,(

D · Pπ ·A · Pσ ·D
)
ij
= di ·Aπ−1(i)σ(j) · dj ,(

D · Pπ ·A · (D · Pσ)
−1
)
ij
= di ·Aπ−1(i)σ−1(j) · d

−1

j .

The above proposition can be verified by a direct computation, and is used in subsequent sections.

3.2 Monomial Matrices Preserved by a Nonlinear Activation

We characterize the maximal matrix groups preserved by the activations σ = ReLU, sin or tanh.
Here, ReLU is the rectified linear unit activation function which has been used in most of modern
neural networks, sin is the sine function which is often used as an activation function in implicit
neural representations [57], and tanh is the hyperbolic tangent activation function. Different variants
of the results in this subsection can also be found in [24, 68]. We refine them using the terms of
monomial matrices and state explicitly here for the completeness of the paper.
Definition 3.3. A matrix A ∈ GL(n) is said to be preserved by an activation σ if and only if
σ(A · x) = A · σ(x) for all x ∈ Rn.

We adopt the term matrix group preserved by an activation from [68]. This term is then referred to as
the intertwiner group of an activation in [24].
Proposition 3.4. For every matrix A ∈ GL(n), we have:

(i) A is preserved by the activation ReLU if and only if A ∈ G>0
n . Here, G>0

n is the subgroup
of Gn containing only monomial matrices whose nonzero entries are positive numbers.

(ii) A is preserved by the activation σ = sin or tanh if and only if A ∈ G±1
n . Here, G±1

n is the
subgroup of Gn containing only monomial matrices whose nonzero entries are ±1.

A detailed proof of Proposition 3.4 can be found in Appendix C.1. As a consequence of the above
theorem, G>0

n (respectively, G±1
n ) is the maximal matrix subgroup of the general linear group GL(n)

that is preserved by the activation ReLU (respectively, sin and tanh).
Remark 3.5. Intuitively, G>0

n is generated by permuting and positive scaling the coordinates of
vectors in Rn, while G±1

n is generated by permuting and sign flipping. Formally, these groups can be
written as the semidirect products:

G>0
n = ∆>0

n ⋊φ Pn, and G±1
n = ∆±1

n ⋊φ Pn,

where

∆>0
n = {D = diag(d1, . . . , dn) : di > 0} , and (3)

∆±1
n = {D = diag(d1, . . . , dn) : di ∈ {−1, 1}} (4)

are two subgroups of ∆n.
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4 Weight Spaces and Monomial Matrix Group Actions on Weight Spaces

In this section, we formulate the general structure of the weight spaces of FCNNs and CNNs. We
then determine the group action on these weight spaces using monomial matrices. The activation
function σ using on the considered FCNNs and CNNs are assumed to be ReLU or sin or Tanh.

4.1 Weight Spaces of FCNNs and CNNs

Weight Spaces of FCNNs. Consider an FCNN with L layers, ni neurons at the i-th layer, and n0

and nL be the input and output dimensions, together with the activation σ, as follows:

f(x ; U, σ) = W (L) · σ
(
. . . σ

(
W (2) · σ

(
W (1) · x+ b(1)

)
+ b(2)

)
. . .
)
+ b(L). (5)

Here, U = (W, b) is the parameters with the weights W = {W (i) ∈ Rni×ni−1}Li=1 and the biases
b = {b(i) ∈ Rni×1}Li=1. The pair U = (W, b) belongs to the weight space U = W ×B, where:

W = RnL×nL−1 × . . .× Rn2×n1 × Rn1×n0 , (6)

B = RnL×1 × . . .× Rn2×1 × Rn1×1. (7)

Weight Spaces of CNNs. Consider a CNN with L convolutional layers, ending with an average
pooling layer then fully connected layers, together with activation σ. Let ni and wi be the number
of channels and the size of the convolutional kernel at the ith convolutional layer. We will only take
account of the L convolutional layers, since the weight space of the fully connected layers are already
considered above, and the pooling layer has no learnable parameters:

f(x ; U, σ) = σ
(
W (L) ∗ σ

(
. . . σ

(
W (2) ∗ σ

(
W (1) ∗ x+ b(1)

)
+ b(2)

)
. . .
)
+ b(L)

)
(8)

Here, U = (W, b) is the learnable parameters with the weights W = {W (i) ∈ Rwi×ni×ni−1}Li=1

and the biases b = {b(i) ∈ R1×ni×1}Li=1. The convolutional operator ∗ is defined depending on the
purpose of the model, and adding b means adding b

(i)
j to all entries of j−th channel at ith layer. The

pair U = (W, b) belongs to the weight space U = W ×B, where:

W = RwL×nL×nL−1 × . . .× Rw2×n2×n1 × Rw1×n1×n0 , (9)

B = R1×nL×1 × . . .× R1×n2×1 × R1×n1×1. (10)

Remark 4.1. See in Appendix. C.2 for concrete descriptions of weight spaces of FCNNs and CNNs.

4.2 Monomial Matrix Group Action on Weight Spaces

The weight space U of an FCNN or CNN with L layers and ni channels at ith layer has the general
form U = W ×B, where:

W = RwL×nL×nL−1 × . . .× Rw2×n2×n1 × Rw1×n1×n0 , (11)

B = RbL×nL×1 × . . .× Rb2×n2×1 × Rb1×n1×1. (12)

Here, ni is the number of channels at the ith layer, in particular, n0 and nL are the number of channels
of input and output; wi is the dimension of weights and bi is the dimension of the biases in each
channel at the i-th layer. The dimension of the weight space U is:

dimU =

L∑
i=1

(wi × ni × ni−1 + bi × ni × 1) . (13)

Notation. When working with weight matrices in W , the space Rwi×ni×ni−1 = (Rwi)ni×ni−1 at
the ith layer will be considered as the space of ni × ni−1 matrices, whose entries are real vectors
in Rwi . s In particular, the symbol W (i) denotes a matrix in Rwi×ni×ni−1 = (Rwi)ni×ni−1 , while
W

(i)
jk ∈ Rwi denotes the entry at row j and column k of W (i). Similarly, the notion b(i) denotes a

bias column vector in Rbi×ni×1 = (Rbi)ni×1, while b
(i)
j ∈ Rbi denotes the entry at row j of b(i).

To define the group action of U using monomial matrices, denote GU as the group:

GU := GnL
× . . .× Gn1

× Gn0
.
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Ideally, each monomial matrix group Gni will act on the weights and the biases at the ith layer of the
network. Each element of GU will be of the form g =

(
g(L), . . . , g(0)

)
, where:

g(i) = D(i) · Pπi
= diag

(
d
(i)
1 , . . . , d(i)ni

)
· Pπi

∈ Gni
(14)

for some invertible diagonal matrix D(i) and permutation matrix Pπi . The action of GU on U is
defined formally as follows.
Definition 4.2 (Group action on weight spaces). With the notation as above, the group action of GU
on U is defined to be the map GU × U ! U with (g, U) 7! gU = (gW, gb), where:

(gW )
(i) :=

(
g(i)
)
·W (i) ·

(
g(i−1)

)−1

and (gb)
(i) :=

(
g(i)
)
· b(i). (15)

In concrete:

(gW )
(i)
jk :=

d
(i)
j

d
(i−1)
k

·W (i)

π−1
i (j)π−1

i−1(k)
and (gb)

(i)
j := d

(i)
j · b(i)

π−1
i (j)

. (16)

Remark 4.3. The group GU is determined only by the number of layers L and the numbers of
channels ni, not by the dimensions of weights wi and biases bi at each channel.

The group GU has nice behaviors when acting on the weight spaces of FCNNs given in Eq. (5) and
CNNs given in Eq. (8). In particular, depending on the specific choice of the activation σ, the function
f built by the given FCNN or CNN is invariant under the action of a subgroup G of GU , as we will
see in the following proposition.
Proposition 4.4 (G-equivariance of neural functionals). Let f = f(· ; U, σ) be an FCNN given
in Eq. (5) or CNN given in Eq. (8) with the weight space U ∈ U and an activation σ ∈
{ReLU,Tanh, sin}. Let us defined a subgroup G of GU as follows:

(i) If σ = ReLU, we set G = {idGnL
} × G>0

nL−1
× . . .× G>0

n1
× {idGn0

}.

(ii) If σ = sin or tanh, then we set G = {idGnL
} × G±1

nL−1
× . . .× G±1

n1
× {idGn0

}.

Then f is G-invariant under the action of G on its weight space, i.e.
f(x ; U, σ) = f(x ; gU, σ) (17)

for all g ∈ G, U ∈ U and x ∈ Rn0 .
Remark 4.5 (Maximality of G). The proof of Proposition 4.4 can be found in Appendix C.2. The
group G defined above is even proved to be the maximal choice in the case:

• σ = ReLU and nL ⩾ . . . ⩾ n2 ⩾ n1 > n0 = 1 (see [12, 25]), or

• σ = tanh (see [14, 22]).

Here, G is maximal in the sense that: if U ′ is another element in U with f(· ; U, σ) = f(· ; U ′, σ),
then there exists an element g ∈ G such that U ′ = gU . It is natural to ask whether the group G is
still maximal in the other case. This question still remains open and we leave it for future exploration.

According to Proposition 4.4, the symmetries of the weight space of an FCNN or CNN must include
not only permutation matrices but also other types of monomial matrices resulting from scaling
(for ReLU networks) or sign flipping (for sin and tanh networks) the weights. Recent works on
NFN design only take into account the permutation symmetries of the weight space. Therefore, it
is necessary to design a new class of NFNs that incorporates these missing symmetries. We will
introduce such a class in the next section.

5 Monomial Matrix Group Equivariant and Invariant NFNs
In this section, we introduce a new family of NFNs, called Monomial-NFNs, by incorporating
symmetries arising from monomial matrix groups which have been clarified in Proposition 4.4. The
main components of Monomial-NFNs are the monomial matrix group equivariant and invariant linear
layers between two weight spaces which will be presented in Subsections 5.1 and 5.2, respectively.
We will only consider the case of ReLU activation. Network architectures with other activations will
be considered in detail in Appendices A and B.
In the following, U = (W,B) is the weight space with L layers, ni channels at ith layer, and the
dimensions of weight and bias are wi and bi, respectively (see Eqs. (11) and (12)). Since we consider
ReLU network architectures, according to Proposition 4.4, the symmetries of the weight space is
given by the subgroup G = {idGnL

} × G>0
nL−1

× . . .× G>0
n1

× {idGn0
} of GU .
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Table 1: Number of parameters in a linear equivariant layer E : U ! U ′ with respect to permutation
matrix groups in [71], and monomial matrix groups. Here, c = max{wi, bj} and c′ = max{w′

i, b
′
j}.

Subgroups of GU Number of parameters of E

PnL
× PnL−1

× . . .Pn1 × Pn0 ([71]) O(cc′L2)

{idGnL
} × PnL−1

× . . .× Pn1 × {idGn0
} ([71]) O(cc′(L+ n0 + nL)

2)

{idGnL
} × G>0

nL−1
× . . .× G>0

n1
× {idGn0

} (Ours) O(cc′(L+ n0 + nL))

{idGnL
} × G±1

nL−1
× . . .× G±1

n1
× {idGn0

} (Ours) O(cc′(L+ n0 + nL))

5.1 Equivariant Layers

We now construct a linear G-equivariant layer between weight spaces. These layers form the
fundamental building blocks for our Monomimal-NFNs. Let U and U ′ be two weight spaces of
the same network architecture described in Eqs. (11) and (12), i.e. they have the same number of
layers as well as the same number of channels at each layer. Denote the dimension of weights and
biases in each channel at the i-th layer of U ′ as w′

i and b′i, respectively. Note that, in this case, we
have GU = GU ′ . We construct G-equivariant afine maps E : U ! U ′ with x 7! ax + b, where
a ∈ RdimU ′×dimU and b ∈ RdimU ′×1 are learnable parameters.
To make E to be G-equivarient, a and b have to satisfy a system of constraints (usually called
parameter sharing), which are induced from the condition E(gU) = gE(U) for all g ∈ G and
U ∈ U . We show in details what are these constraints and how to derive the concrete formula of
E in Appendix A. The formula of E is presented as follows: For U = (W, b) ∈ U , the image
E(U) = (W ′, b′) ∈ U ′ is computed by:

W
′(1)
jk =

n0∑
q=1

p1jk1jqW
(1)
jq + q1jk1j b

(1)
j , b

′(1)
j =

n0∑
q=1

r1j1jqW
(1)
jq + s1j1jb

(1)
j ,

W
′(i)
jk = pijkijkW

(i)
jk , b

′(i)
j = sijijb

(i)
j , 1 < i < L,

W
′(L)
jk =

nL∑
p=1

pLjk
LpkW

(L)
pk , b

′(L)
j =

nL∑
p=1

sLj
Lpb

(L)
p + tLj .

(18)

Here, (p, q, r, s, t) is the hyperparameter of E. We discuss in detail the dimensions and sharing
information between these parameters in Appendix A.1. Note that, we also show that all linear
G-equivariant functional are in this form in Appendix A. To conclude, we have:
Theorem 5.1. With notation as above, the linear functional map E : U ! U ′ defined by Eq. (18) is
G-equivariant. Moreover, every G-equivariant linear functional map from U to U ′ are in that form.

Number of parameters and comparison to previous works. The number of parameters in our layer
is linear in L, n0, nL, which is significantly smaller than the number of parameters in layers described
in [71], where it is quadratic in L, n0, nL (see Table 1). This reduction in parameter count means
that our model is suitable for weight spaces of large-scale networks and deep NFNs. Intuitively, the
advantage of our layer arises because the group G acting on the weight spaces in our setting is much
larger, resulting in a significantly smaller number of orbits in the quotient space U/G. Since the
number of orbits is equal to the number of parameters, this leads to a more compact representation.
Additionally, the presence of the group ∆>0

∗ forces many coefficients of the linear layer E to be zero,
further contributing to the efficiency of our model.

5.2 Invariant Layers

We will construct an G-invariant layer I : U ! Rd for a fixed integer d > 0. In order to do that, we
will seek a map I in the form:

I = MLP ◦IP ◦ I∆>0 , (19)

where I∆>0 : U ! U is an ∆>0
∗ -invariance and P∗-equivariance map, IP : U ! RdimU is an

P∗-invariant map, and MLP : RdimU ! Rd is an arbitrary multilayer perceptron to adjust the output
dimension. Since G = G>0

∗ = ∆>0
∗ ⋊φ P∗ (see Remark 3.5), the composition I = MLP ◦IP ◦ I∆>0

is clearly G-invariant as expected. The construction of I∆>0 and IP will be presented below.
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Table 2: CNN prediction on Tanh subset of Small CNN Zoo with original and augmented data.

STATNN NP HNP Monomial-NFN (ours) Gap

Original 0.913± 0.001 0.925± 0.001 0.933± 0.002 0.939± 0.001 0.006
Augmented 0.914± 0.001 0.928± 0.001 0.935± 0.001 0.943± 0.001 0.008

Construct I∆>0 . To capture ∆>0
∗ -invariance, we recall the notion of positively homogeneous

of degree zero maps. For n > 0, a map α from Rn is called positively homogeneous of degree
zero if for all λ > 0 and (x1, . . . , xn) ∈ Rn, we have α(λx1, . . . , λxn) = α(x1, . . . , xn). We
construct I∆>0 : U ! U by taking collections of positively homogeneous of degree zero functions
{α(i)

jk : Rwi ! Rwi} and {α(i)
j : Rbi ! Rbi}, each one corresponds to weight and bias of U . The

maps I∆>0 : U ! U that (W, b) 7! (W ′, b′) is defined by simply applying these functions on each
weight and bias entries as follows:

W
′(i)
jk = α

(i)
jk (W

(i)
jk ) and b

′(i)
j = α

(i)
j (b

(i)
j ). (20)

I∆>0 is ∆>0
∗ -invariant by homogeneity of the α functions. To make it become P∗-equivariant, some

α functions have to be shared arross any axis that have permutation symmetry. We derive this relation
in Appendix B. Some candidates for positively homogeneous of degree zero functions are also
presented in Appendix B. They can be fixed or learnable.
Construct IP . To capture P∗-invariance, we simply take summing or averaging the weight and bias
across any axis that have permutation symmetry as in [71]. In concrete, we have IP : U ! RdimU is
computed as follows:

IP(U) =
(
W

(1)
⋆, : ,W

(L)
: ,⋆ ,W

(2)
⋆,⋆ , . . . ,W

(L−1)
⋆,⋆ ; v(L), v

(1)
⋆ , . . . , v

(L−1)
⋆

)
. (21)

Here, ⋆ denotes summation or averaging over the rows or columns of the weight and bias.
Remark 5.2. In our experiments, we use averaging operator since it is empirically more stable.

Finally we compose an MLP before IP and I∆>0 to obtain an G-invariant map. We summarize the
above construction as follows.
Theorem 5.3. The functional map I : U ! Rd defined by Eq. (19) is G-invariant.

5.3 Monomial Matrix Group Equivariant Neural Functionals (Monomial-NFNs)

We build Monomial-NFNs by the constructed equivariant and invariant functional layers, with
activations and additional layers discussed below. The equivariant NFN is built by simply stacking
G-equivariant layers. For the invariant counterpart, we follow the construction in [71]. In particular,
we first stack some G-equivariant layers, then a ∆>0

∗ -invariant and P∗-equivariant layer. This makes
our NFN to be ∆>0

∗ -invariant and P∗-equivariant. Then we finish the construction by stacking a
P∗-invariant layer and the end. This process makes the whole NFN to be G-invariant as expected.
Activations of G-equivariant functionals. Dealing with equivariance under action of P∗ only
requires activation of the NFN is enough, since P∗ acts on only the order of channels in each channel
of the weight space. For our G-equivariant NFNs, between each layer that is ∆>0

∗ -equivariant, we
have to use the same type of activations as the activation in the network input (i.e. either ReLU, sin
or tanh in our consideration) to maintain the equivariance of the NFN.
Fourier Features and Positional Embedding. As mentioned in [35, 71, 72], Fourier Features
[30, 62] and (sinusoidal) position embedding play a significant role in the performance of their
functionals. Also, in [71], position embedding breaks the symmetry at input and output neurons, and
allows us to use equivariant layers that act on input and output neurons. In our G-equivariant layers,
we do not consider action on input and output neurons as mentioned. Also, using Fourier Features
does not maintain ∆>0

∗ , so we can not use this Fourier layer for our equivariant Monomial-NFNs,
and in our invariant Monomial-NFNs, we only can use Fourier layer after the ∆>0

∗ -invariant layer.
This can be considered as a limitation of Monomial-NFNs.

6 Experimental Results

In this session, we empirically demonstrate the performance of our Monomial Matrix Group Equiv-
ariant Neural Functional Networks (Monomial-NFNs) on various tasks that are either invariant
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Monomial-NFN

NP

HNP

STATNN

Figure 1: CNN prediction on ReLU subset of Small CNN Zoo with different ranges of augmentations.
Here the x-axis is the augment upper scale, presented in log scale. The metric used is Kendall’s τ .

Table 3: Classification train and test accuracies (%) for implicit neural representations of MNIST,
FashionMNIST, and CIFAR-10. Uncertainties indicate standard error over 5 runs.

Monomial-NFN (ours) NP HNP MLP

CIFAR-10 34.23± 0.33 33.74± 0.26 31.61± 0.22 10.48± 0.74
MNIST-10 68.43± 0.51 69.82± 0.42 66.02± 0.51 10.62± 0.54

FashionMNIST 61.15± 0.55 58.21± 0.31 57.43± 0.46 9.95± 0.36

(predicting CNN generalization from weights and classifying INR representations of images) or
equivariant (weight space style editing). We aim to establish two key points. First, our model exhibits
more stable behavior when the input undergoes transformations from the monomial matrix groups.
Second, our model, Monomial-NFN, achieves competitive performance compared to other baseline
models. Our results are averaged over 5 runs. Hyperparameter settings and the number of parameters
can be found in Appendix D.

6.1 Predicting CNN Generalization from Weights

Experiment Setup. In this experiment, we evaluate how our Monomial-NFN predicts the gener-
alization of pretrained CNN networks. We employ the Small CNN Zoo [64], which consists of
multiple network weights trained with different initialization and hyperparameter settings, together
with activations Tanh or ReLU. Since Monomial-NFNs depend on activations of network inputs, we
divide the Small CNN Zoo into two smaller datasets based on their activations. The ReLU dataset
considers the group G>0

n , while the Tanh dataset considers the group G±1
n .

We construct the dataset with additional weights that undergo random hidden vector permutation
and scaling based on their monomial matrix group. For the ReLU dataset with the group G>0

n ,
we uniformly sample the diagonal indices of D (see Eq. 14) for various ranges: [1, 10], [1, 1 ×
102], . . . , [1, 1× 106], while belonging to {−1, 1} in the case of Tanh dataset with the group G±1

n .
For both datasets, we compare our model with STATNN [65], and with two permutation equivariant
neural functional networks from [71], referred to as HNP and NP. To compare the performance of all
models, we use Kendall’s τ rank correlation metric [33].
Results. We demonstrate the results of all models on the ReLU subset in Figure 1, showing that
our model attains stable Kendall’s τ when the scale operators are sampled from different ranges.
Specifically, when the log of augmentation upper scale is 0, i.e. the data remains unaltered, our model
performs as well as the HNP model. However, as the weights undergo more extensive scaling and
permutation, the performance of the HNP and STATNN models drops significantly, indicating their
lack of scaling symmetry. The NP model exhibits a similar trend, albeit to a lesser extent. In contrast,
our model maintains stable performance throughout.
Table 2 illustrates the performance of all models on both the original and augmented Tanh subsets of
CNN Zoo. Our model achieves the highest performance among all models and shows the greatest
improvement after training with the augmented dataset. The gap between our model and the second-
best model (HNP) increases from 0.006 to 0.008. Additionally, in both experiments, our model utilizes
significantly fewer parameters than the baseline models, using only up to 50% of the parameters
compared to HNP.

6.2 Classifying implicit neural representations of images

Experiment Setup. In this experiment, our focus is on extracting the original data information
encoded within the weights of implicit neural representations (INRs). We utilize the dataset from [71],
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Table 4: Test mean squared error (lower is better) between weight-space editing methods and
ground-truth image-space transformations. Uncertainties indicate standard error over 5 runs.

Monomial-NFN (ours) NP HNP MLP

Contrast (CIFAR-10) 0.020± 0.001 0.020± 0.002 0.021± 0.002 0.031± 0.001
Dilate (MNIST) 0.069± 0.002 0.068± 0.002 0.071± 0.001 0.306± 0.001

which comprises pretrained INR networks [58] that encode images from the CIFAR-10 [36], MNIST
[39], and FashionMNIST [69] datasets. Each pretrained INR network is designed to map image
coordinates (x, y) to color pixel values - 3-dimensional RGB values for CIFAR-10 and 1-dimensional
grayscale values for MNIST and FashionMNIST.
Results. We compare our model with NP, HNP, and MLP baselines. The results in Table 3 demonstrate
that our model outperforms the second-best baseline, NP, for the FashionMNIST and CIFAR-
10 datasets by 2.94% and 0.49%, respectively. For the MNIST dataset, our model also obtains
comparable performance.

6.3 Weight space style editing.

Experiment setup. In this experiment, we explore altering the weights of the pretrained SIREN
model [58] to change the information encoded within the network. We use the network weights
provided in the HNP paper for the pretrained SIREN networks on MNIST and CIFAR-10 images.
Our focus is on two tasks: the first involves modifying the network to dilate digits from the MNIST
dataset, and the second involves altering the SIREN network weights to enhance the contrast of
CIFAR-10 images. The objective is to minimize the mean squared error (MSE) training loss between
the generated image from the edited SIREN network and the dilated/enhanced contrast image.
Results. Table 4 shows that our model performs on par with the best-performing model for increasing
the contrast of CIFAR-10 images. For the MNIST digit dilation task, our model also achieves
competitive performance compared to the NP baseline. Additionally, Figure 2 presents random
samples of the digits that each model encodes for the dilation and contrast tasks, demonstrating that
our model’s results are visually comparable to those of HNP and NP in both tasks.

7 Conclusion

In this paper, we formally describe a group of monomial matrices that preserves FCNNs and CNNs
while acting on their weight spaces. For ReLU networks, this group includes permutation and
scaling symmetries, while for networks with sin or Tanh activations, it encompasses permutation
and sign-flipping symmetries. We introduce Monomial-NFNs, a first-of-a-kind class of NFNs that
incorporates these scaling or sign-flipping symmetries in weight spaces. We demonstrate that the
low number of trainable parameters in our equivariant linear layer of Monomial-NFNs compared to
previous works on NFNs, highlighting their capability to efficiently process weight spaces of deep
networks. Our NFNs exhibit competitive generalization performance and efficiency compared to
existing models across several benchmarks.
One limitation of our model is that, due to the large size of the group considered, the resulting
linear layers can be limited in terms of expressivity. For example, a weight corresponding to an
edge between two neurons will be updated based only on its previous value, ignoring other edges
across the same or other layers. To resolve this issue, it is necessary to construct an equivariant
nonlinear layer to encode further relations between these weights, thus enhancing the expressivity.
Another limitation is that we are uncertain about the maximality of the group G acting on the weight
space of the ReLU network. Therefore, other types of symmetries may exist in the weight space
beyond neuron permutation and weight scaling, and our model is not equivariant with respect to these
symmetries. We leave the problem of identifying such a maximal group for future research.
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A Construction of Monomial Matrix Group Equivariant Layers

In this appendix, we present how we constructed Monomial Matrix Group Equivariant Layers. We
adopt the idea of notation in [71] to derive the formula of linear functional layers. For two weight
spaces U and U ′ with the same number of layers L as well as the same number of channels at i-th
layer ni:

U = W ×B where: (22)

W = RwL×nL×nL−1 × . . .× Rw2×n2×n1 × Rw1×n1×n0 ,

B = RbL×nL×1 × . . .× Rb2×n2×1 × Rb1×n1×1;

and

U ′ = W ′ × B′ where: (23)

W ′ = Rw′
L×nL×nL−1 × . . .× Rw′

2×n2×n1 × Rw′
1×n1×n0 ,

B′ = Rb′L×nL×1 × . . .× Rb′2×n2×1 × Rb′1×n1×1;

our equivariant layer E : U ! U ′ will has the form as follows:

E : (W, b) = U 7−! U ′ = (W ′, b′) where: (24)

W
′(i)
jk :=

L∑
s=1

ns∑
p=1

ns−1∑
q=1

pijkspqW
(s)
pq +

L∑
s=1

ns∑
p=1

qijksp b(s)p + tijk (25)

b
′(i)
j :=

L∑
s=1

ns∑
p=1

ns−1∑
q=1

rijspqW
(s)
pq +

L∑
s=1

ns∑
p=1

sijspb
(s)
p + tij (26)

Here, the map E is parameterized by hyperparameter θ = (p, q, s, r, t) with dimensions of each
component as follows:

• pijkspq ∈ Rw′
i×ws represents the contribution of W (s)

pq to W
′(i)
jk ,
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• qijksp ∈ Rw′
i×bs represents the contribution of b(s)p to W

′(i)
jk ,

• tijk ∈ Rw′
i is the bias of the layer for W ′(i)

jk ;

• rijspq ∈ Rb′i×ws represents the contribution of W (s)
pq to b

′(i)
j ,

• sijsp ∈ Rb′i×bs represents the contribution of b(s)p to b
′(i)
j ,

• tij ∈ Rb′i is the bias of the layer for b′(i)j .

We want to see how an element of the group GU acts on input and output of layer E. Let

g =
(
g(L), . . . , g(0)

)
∈ GnL

× . . .× Gn0
= GU , (27)

where

g(i) = D(i) · Pπi = diag
(
d
(i)
1 , . . . , d(i)ni

)
· Pπi ∈ Gni . (28)

Recall the definition of the group action gU = (gW, gb) where:

(gW )
(i) :=

(
g(i)
)
·W (i) ·

(
g(i−1)

)−1

and (gb)
(i) :=

(
g(i)
)
· b(i), (29)

or in term of entries:

(gW )
(i)
jk :=

d
(i)
j

d
(i−1)
k

·W (i)

π−1
i (j)π−1

i−1(k)
and (gb)

(i)
j := d

(i)
j · b(i)

π−1
i (j)

. (30)

gE(U) = gU ′ = (gW ′, gb′) is computed as follows:

(gW ′)
(i)
jk =

d
(i)
j

d
(i−1)
k

·W ′(i)
π−1
i (j)π−1

i−1(k)
(31)

=
d
(i)
j

d
(i−1)
k

·

(
L∑

s=1

ns∑
p=1

ns−1∑
q=1

p
iπ−1

i (j)π−1
i−1(k)

spq W (s)
pq + (32)

L∑
s=1

ns∑
p=1

q
iπ−1

i (j)π−1
i−1(k)

sp b(s)p + tiπ
−1
i (j)π−1

i−1(k)

)
(33)

(gb′)
(i)
j = d

(i)
j · b′(i)

π−1
i (j)

(34)

= d
(i)
j ·

(
L∑

s=1

ns∑
p=1

ns−1∑
q=1

s
iπ−1

i (j)
spq W (s)

pq + (35)

L∑
s=1

ns∑
p=1

r
iπ−1

i (j)
sp b(s)p + tiπ

−1
i (j)

)
. (36)

E(gU) = (gU)′ = ((gW )′, (gU)′) is computed as follows:
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(gU)
′(i)
jk =

L∑
s=1

ns∑
p=1

ns−1∑
q=1

pijkspq ·
d
(s)
p

d
(s−1)
q

·W (s)

π−1
s (p)π−1

s−1(q)
+

L∑
s=1

ns∑
p=1

qijksp · d(s)p · b(s)
π−1
s (p)

+ tijk (37)

=

L∑
s=1

ns∑
p=1

ns−1∑
q=1

pijksπs(p)πs−1(q)
·

d
(s)
πs(p)

d
(s−1)
πs−1(q)

·W (s)
pq +

L∑
s=1

ns∑
p=1

qijksπs(p)
· d(s)πs(p)

· b(s)p + tijk

(38)

(gb)
′(i)
j =

L∑
s=1

ns∑
p=1

ns−1∑
q=1

rijspq ·
d
(s)
p

d
(s−1)
q

·W (s)

π−1
s (p)π−1

s−1(q)
+

L∑
s=1

ns∑
p=1

sijsp · d(s)p · b(s)
π−1
s (p)

+ tij (39)

=

L∑
s=1

ns∑
p=1

ns−1∑
q=1

rijsπs(p)πs−1(q)
·

d
(s)
πs(p)

d
(s−1)
πs−1(q)

·W (s)
pq +

L∑
s=1

ns∑
p=1

sijsπs(p)
· d(s)πs(p)

· b(s)p + tij .

(40)

We need E is G-equivariant under the action of subgroups of GU as in Theorem 4.4. From the above
computation, if gE(U) = E(gU), the hyperparameter θ = (p, q, r, s, t) have to satisfy the system of
constraints as follows:

d
(i)
j

d
(i−1)
k

· piπ
−1
i (j)π−1

i−1(k)
spq = pijksπs(p)πs−1(q)

·
d
(s)
πs(p)

d
(s−1)
πs−1(q)

(41)

d
(i)
j

d
(i−1)
k

· qiπ
−1
i (j)π−1

i−1(k)
sp = qsπs(p) · d

(s)
πs(p)

(42)

d
(i)
j · riπ

−1
i (j)

spq = rijsπs(p)πs−1(q)
·

d
(s)
πs(p)

d
(s−1)
πs−1(q)

(43)

d
(i)
j · siπ

−1
i (j)

sp = sijsπs(p)
· d(s)πs(p)

(44)

d
(i)
j

d
(i−1)
k

· tiπ
−1
i (j)π−1

i−1(k) = tijk (45)

d
(i)
j · tiπ

−1
i (j) = tij . (46)

for all possible tuples ((i, j, k), (s, p, q)) and all g ∈ G. Since the two subgroups G considered in
Theorem 4.4 satisfy that: G ∩ Pi is trivial (for i = 0 or i = L) or the whole Pi (for 0 < i < L),
so we can simplify the above system of constraints by moving all the permutation π’s to LHS, then
replacing π−1 by π. The system, denoted as (*), now is written as follows:

d
(i)
j

d
(i−1)
k

· piπi(j)πi−1(k)
sπs(p)πs−1(q)

= pijkspq ·
d
(s)
p

d
(s−1)
q

(*1)

d
(i)
j

d
(i−1)
k

· qiπi(j)πi−1(k)
sπs(p)

= qijksp · d(s)p (*2)

d
(i)
j · riπi(j)

sπs(p)πs−1(q)
= rijspq ·

d
(s)
p

d
(s−1)
q

(*3)

d
(i)
j · siπi(j)

sπs(p)
= sijsp · d(s)p (*4)

d
(i)
j

d
(i−1)
k

· tiπ
−1
i (j)π−1

i−1(k) = tijk (*5)

d
(i)
j · tiπ

−1
i (j) = tij (*6)

We treat each case of activation separately.
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Table 5: Hyperparameter of Equivariant Layers with ReLU activation. Left presents all possible case
of tuple ((i, j, k), (s, p, q)), and Right presents the parameter at the corresponding position. Here, we
have three types of notations: 0 means the parameter equal to 0; equations with π’s in LHS means
the equation holds for all possible π; and a single term with no further information means the term
can be arbitrary.

Tuple ((i, j, k), (s, p, q)) Hyperparameter (p, q, r, s)

i and s j and p k and q pijkspq qijksp pijspq pijsp

i = s = 1 j ̸= p 0 0 0 0

j = p p
1π(j)k
1π(j)q = p1jk1jq q

1π(j)k
1π(j) = q1jk1j r

1π(j)
1π(j)q = r1j1jq s

1π(j)
1π(j) = s1j1j

i = s = L k ̸= q 0 0 0 sLj
Lp

k = q p
Ljπ(k)
Lpπ(k) = pLjk

Ljq 0 0 sLj
Lp

1 < i = s < L j ̸= p 0 0 0 0

j = p k ̸= q 0 0 0 s
iπ(j)
iπ(j) = sijij

k = q p
iπ(j)π′(k)
iπ(j)π′(k) = pijkijk 0 0 s

iπ(j)
iπ(j) = sijij

i ̸= s 0 0 0 0

Table 6: Construction of equivariant functional layer with ReLU activation. Note that all parameters
have to satisfy the conditions presented in Table 5.

Layer Equivariant layer E : (W, b) 7−! (W ′, b′)

W
′(i)
jk b

′(i)
j

i = 1
∑n0

q=1 p
1jk
1jqW

(1)
jq + q1jk1j b

(1)
j

∑n0

q=1 r
1j
1jqW

(1)
jq + s1j1jb

(1)
j

1 < i < L pijkijkW
(i)
jk sijijb

(i)
j

i = L
∑nL

p=1 p
Ljk
LpkW

(L)
pk

∑nL

p=1 s
Lj
Lpb

(L)
p + tLj

A.1 ReLU activation

Recall that, in this case:

G := {idGnL
} × G>0

nL−1
× . . .× G>0

n1
× {idGn0

}. (47)

So the system of constraints (*) holds for:

1. all possible tuples ((i, j, k), (s, p, q)),

2. all πi ∈ Pi for 0 < i < L, all d(i)j > 0 for 0 < i < L, 1 ⩽ j ⩽ ni,

3. πi = idGni
and d

(i)
j = 1 for i = 0 or i = L.

By treat each case of tuples ((i, j, k), (s, p, q)), we solve Eq. *1, Eq. *2, Eq. *3, Eq. *4 in the system
(*) for hyperparameter (p, q, r, s) as in Table 5. For tijk and tij , by Eq. *5, Eq. *6, we have tijk = 0
for all (i, j, k), tij = 0 if i < L, and tLj is arbitrary for all 1 ⩽ j ⩽ nL. In conclusion, the formula
of equivariant layers E in case of activation ReLU is presented as in Table 6.
Example A.1. Let us consider a two-hidden-layers MLP with activation σ = ReLU. Assume
that n0 = n1 = n2 = n3 = 2, i.e., all layers have two neurons. This MLP defines a function
f : R2 ! R2 given by

f(x) = W (3)σ
(
W (2)σ

(
W (1)x+ b(1)

)
+ b(2)

)
+ b(3),

19



where W (i) =

(
W

(i)
11 W

(i)
12

W
(i)
21 W

(i)
22

)
is a 2× 2 matrix and b(i) =

[
b
(i)
1

b
(i)
2

]
for each i = 1, 2, 3. In this case,

the weight space U consists of the tuples

U = (W (1),W (2),W (3), b(1), b(2), b(3))

and it has dimension 18.
According to Eq. (27), an equivariant layer E over U has the form

E(U) =
(
W ′(1),W ′(2),W ′(3), b′(1), b′(2), b′(3)

)
,

where

W
′(1)
jk = p1jk1j1

W
(1)
j11

+ p1jk1j2
W

(1)
j22

+ q1jk1j b
(1)
j , b

′(1)
j = r1jj1W

(1)
j11

+ r1jj2W
(1)
j22

+ s1j1jb
(1)
j ,

W
′(2)
jk = p2jk2j W

(2)
jk , b

′(2)
j = s2j2jb

(2)
j ,

W
′(3)
jk = p3jk3k1

W
(3)
3k + p3jk3k2

W
(3)
2k , b

′(3)
j = s3j3j1b

(3)
1 + s3j3j2b

(3)
2 + r3j .

These equations can be written in a friendly matrix form as follows.

W
′(1)
11

W
′(1)
12

W
′(1)
21

W
′(1)
22

b
′(1)
1

b
′(1)
2


=


p111111 p111112 0 0 q111111 0
p112111 p112112 0 0 q112111 0
0 0 p121121 p121122 0 q121112

0 0 p122121 p122122 0 q122112

r111111 r111112 0 0 s111111 0
0 0 r121121 r122122 0 s112112





W
(1)
11

W
(1)
12

W
(1)
21

W
(1)
22

b
(1)
1

b
(1)
2


,



W
′(2)
11

W
′(2)
12

W
′(2)
21

W
′(2)
22

b
′(2)
1

b
′(2)
2


=


p211211 0 0 0 0 0
0 p212212 0 0 0 0
0 0 p221221 0 0 0
0 0 0 p222222 0 0
0 0 0 0 s211211 0
0 0 0 0 0 s222222





W
(2)
11

W
(2)
12

W
(2)
21

W
(2)
22

b
(2)
1

b
(2)
2


,



W
′(3)
11

W
′(3)
12

W
′(3)
21

W
′(3)
22

b
′(3)
1

b
′(3)
2


=


p311311 0 p311321 0 0 0
0 p312312 0 p322322 0 0

p321312 0 p321321 0 0 0
0 p322312 0 p322322 0 0
0 0 0 0 s311311 s312312

0 0 0 0 s321321 s322322





W
(3)
11

W
(3)
12

W
(3)
21

W
(3)
22

b
(3)
1

b
(3)
2


+


0
0
0
0
r31
r32

 .

A.2 Sin or Tanh activation

Recall that, in this case:

G := {idGnL
} × G±1

nL−1
× . . .× G±1

n1
× {idGn0

}. (48)

So the system of constraints (*) holds for:

1. all possible tuples ((i, j, k), (s, p, q)),

2. all πi ∈ Pi for 0 < i < L, all d(i)j ∈ {±1} for 0 < i < L, 1 ⩽ j ⩽ ni,

3. πi = idGni
and d

(i)
j = 1 for i = 0 or i = L.

We assume L ⩾ 3, the case L ⩽ 2 can be solved similarly. By treat each case of tuples
((i, j, k), (s, p, q)), we solve Eq. *1, Eq. *2, Eq. *3, Eq. *4 in the system (*) for hyperparame-
ter (p, q, r, s) as in Table 7. For tijk and tij , by Eq. *5, Eq. *6, we have tijk = 0 for all (i, j, k),
tij = 0 if i < L, and tLj is arbitrary for all 1 ⩽ j ⩽ nL. In conclusion, the formula of equivariant
layers E in case of sin or Tanh activation is presented as in Table 8.
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Table 7: Hyperparameter of Equivariant Layers with sin or Tanh activation. Left presents all possible
case of tuple ((i, j, k), (s, p, q)), and Right presents the parameter at the corresponding position.
Here, we have three types of notations: 0 means the parameter equal to 0; equations with π’s in LHS
means the equation holds for all possible π; and a single term with no further information means the
term can be arbitrary.

Tuple ((i, j, k), (s, p, q)) Hyperparameter (p, q, r, s)

i and s j and p k and q pijkspq qijksp rijspq sijsp

i = s = 1 j ̸= p 0 0 0 0

j = p p
1π(j)k
1π(j)q = p1jk1jq q

1π(j)k
1π(j) = q1jk1j r

1π(j)
1π(j)q = r1j1jq s

1π(j)
1π(j) = s1j1j

i = s = L k ̸= q 0 0 0 sLj
Lp

k = q p
Ljπ(k)
Lpπ(k) = pLjk

Ljq 0 0 sLj
Lp

1 < i = s < L j ̸= p 0 0 0 0

j = p k ̸= q 0 0 0 s
iπ(j)
iπ(j) = sijij

k = q p
iπ(j)π′(k)
iπ(j)π′(k) = pijkijk 0 0 s

iπ(j)
iπ(j) = sijij

(i, s) = (L− 1, L) j = q 0 0 r
(L−1)π(j)
Lpπ(j) = r

(L−1)j
Lpj 0

(i, s) = (L,L− 1) k = p 0 q
Ljπ(k)
(L−1)π(k) = qLjk

(L−1)k 0 0

otherwise 0 0 0 0

Table 8: Construction of equivariant functional layer with sin or Tanh activation. Note that all
parameters have to satisfy the conditions presented in Table 5.

Layer Equivariant layer E : (W, b) 7−! (W ′, b′)

W
′(i)
jk b

′(i)
j

i = 1
∑n0

q=1 p
1jk
1jqW

(1)
jq + q1jk1j b

(1)
j

∑n0

q=1 r
1j
1jqW

(1)
jq + s1j1jb

(1)
j

1 < i < L− 1 pijkijkW
(i)
jk sijijb

(i)
j

i = L− 1 p
(L−1)jk
(L−1)jkW

(L−1)
jk

∑nL

p=1 r
(L−1)j
Lpj W

(L)
pj + s

(L−1)j
(L−1)jb

(L−1)
j

i = L
∑nL

p=1 p
Ljk
LpkW

(L)
pk + qLjk

(L−1)kb
(L−1)
k

∑nL

p=1 s
Lj
Lpb

(L)
p + tLj

B Construction of Monomial Matrix Group Invariant Layers

In this appendix, we present how we constructed Monomial Matrix Group Invariant Layers. Let U be
a weight spaces with the number of layers L as well as the number of channels at i-th layer ni. We
want to construct G-invariant layers I : U ! Rd for some d > 0. We treat each case of activations
separately.

B.1 ReLU activation

Recall that, in this case:

G := {idGnL
} × G±1

nL−1
× . . .× G±1

n1
× {idGn0

}. (49)

Since G>0
∗ is the semidirect product of ∆>0

∗ and P∗ with ∆>0
∗ is the normal subgroup, we will treat

these two actions consecutively, ∆>0
∗ first then P∗. We denote these layers by I∆>0 and IP . Note

that, since I∆>0 comes before IP , I∆>0 is required to be ∆>0
∗ -invariant and P∗-equivariant, and IP

is required to be P∗-invariant.

∆>0
∗ -invariance and P∗-equivariance. To capture ∆>0

∗ -invariance, we recall the notion of pos-
itively homogeneous of degree zero maps. For n > 0, a map α from Rn is called positively
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Table 9: Constraints of α component in invariant functional layer with ReLU, sin,Tanh activations.

Layer I∆>0 : (W, b) 7−! (W ′, b′)

α
(i)
jk : W

(i)
jk ) 7−! W

′(i)
jk α

(i)
j : b

(i)
j 7−! b

′(i)
j

i = 1 α
(i)
π(j)k = α

(i)
jk α

(i)
π(j) = α

(i)
j

1 < i < L α
(i)
π(j)π′(k) = α

(i)
jk α

(i)
π(j) = α

(i)
j

i = L α
(i)
jπ(k) = α

(i)
jk α

(i)
j

homogeneous of degree zero if

α(λx1, . . . , λxn) = α(x1, . . . , xn). (50)

for all λ > 0 and (x1, . . . , xn) ∈ Rn. We construct I∆>0 : U ! U by taking collections of positively
homogeneous of degree zero functions {α(i)

jk : Rwi ! Rwi} and {α(i)
j : Rbi ! Rbi}, each one

corresponds to weight and bias of U . The maps I∆>0 : U ! U that (W, b) 7! (W ′, b′) is defined by
simply applying these functions on each weight and bias entries as follows:

W
′(i)
jk = α

(i)
jk (W

(i)
jk ) and b

′(i)
j = α

(i)
j (b

(i)
j ). (51)

I∆>0 is ∆>0
∗ -invariant by homogeneity of the α functions. To make it become P∗-equivariant, some

α functions have to be shared arross any axis that have permutation symmetry, presented in Table 9.

Candidates of function α. We simply choose positively homogeneous of degree zero function
α : Rn ! Rn by taking α(0) = 0 and:

α(x1, . . . , xn) = β

(
x2
1

x2
1 + . . .+ x2

n

, . . . ,
x2
n

x2
1 + . . .+ x2

n

)
. (52)

where β : Rn ! Rn is an arbitrary function. The function β can be fixed or parameterized to make α
to be fixed or learnable.

P∗-invariance. To capture P∗-invariance, we simply take summing or averaging the weight and
bias across any axis that have permutation symmetry as in [71]. In concrete, some d > 0, we have
IP : U ! Rd is computed as follows:

IP(U) =
(
W

(1)
⋆, : ,W

(L)
: ,⋆ ,W

(2)
⋆,⋆ , . . . ,W

(L−1)
⋆,⋆ ; v(L), v

(1)
⋆ , . . . , v

(L−1)
⋆

)
. (53)

Here, ⋆ denotes summation or averaging over the rows or columns of the weight and bias.

G−invariance. Now we simply compose IP ◦ I∆>0 to get an G-invariant map. We use an MLP to
complete constructing an G-invariant layer with output dimension d as desired:

I = MLP ◦ IP ◦ I∆>0 . (54)

B.2 Sin or Tanh activation

Recall that, in this case:

G := {idGnL
} × G±1

nL−1
× . . .× G±1

n1
× {idGn0

}. (55)

Since G±1
∗ is the semidirect product of ∆±1

∗ and P∗ with ∆±1
∗ is the normal subgroup, we will treat

these two actions consecutively, ∆±1
∗ first then P∗. We denote these layers by I∆±1 and IP . Note

that, since I∆±1 comes before IP , I∆±1 is required to be ∆±1
∗ -invariant and P∗-equivariant, and IP

is required to be P∗-invariant.
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∆±1
∗ -invariance and P∗-equivariance. To capture ∆±1

∗ -invariance, we use even functions, i.e.
α(x) = α(−x) for all x. We construct I∆±1 : U ! U by taking collections of even functions
{α(i)

jk : Rwi ! Rwi} and {α(i)
j : Rbi ! Rbi}, each one corresponds to weight and bias of U . The

maps I∆±1 : U ! U that (W, b) 7! (W ′, b′) is defined by simply applying these functions on each
weight and bias entries as follows:

W
′(i)
jk = α

(i)
jk (W

(i)
jk ) and b

′(i)
j = α

(i)
j (b

(i)
j ). (56)

I∆±1 is ∆±1
∗ -invariant by design. To make it become P∗-equivariant, some α functions have to be

shared arross any axis that have permutation symmetry, presented in Table 9.

Candidates of function α. We simply choose even function α : Rn ! Rn by:
α(x1, . . . , xn) = β (|x1|, . . . , |xn|) . (57)

where β : Rn ! Rn is an arbitrary function. The function β can be fixed or parameterized to make α
to be fixed or learnable.

P∗-invariance. To capture P∗-invariance, we simply take summing or averaging the weight and
bias across any axis that have permutation symmetry as in [71]. In concrete, some d > 0, we have
IP : U ! Rd is computed as follows:

IP(U) =
(
W

(1)
⋆, : ,W

(L)
: ,⋆ ,W

(2)
⋆,⋆ , . . . ,W

(L−1)
⋆,⋆ ; v(L), v

(1)
⋆ , . . . , v

(L−1)
⋆

)
. (58)

Here, ⋆ denotes summation or averaging over the rows or columns of the weight and bias.

G−invariance. Now we simply compose IP ◦ I∆±1 to get an G-invariant map. We use an MLP to
complete constructing an G-invariant layer with output dimension d as desired:

I = MLP ◦ IP ◦ I∆±1 . (59)

C Proofs of Theoretical Results
C.1 Proof of Proposition 3.4

Proof. We simply denote the activation ReLU or sin or tanh by σ. Let A ∈ GL(n) that satisfies:
σ(A · x) = A · σ(x),

for all x ∈ Rn. This means:

σ


a11 . . . a1n

...
. . .

...
an1 . . . ann

 ·

x1

...
xn


 =

a11 . . . a1n
...

. . .
...

an1 . . . ann

 · σ


x1

...
xn


 ,

for all x1, . . . , xn ∈ R. We rewrite this equation as:

σ


a11x1 + a12x2 + . . .+ a1nxn

...
an1x1 + an2x2 + . . .+ annxn


 =

a11 . . . a1n
...

. . .
...

an1 . . . ann

 ·

σ(x1)
...

σ(xn)

 ,

or equivalently:σ(a11x1 + a12x2 + . . .+ a1nxn)
...

σ(an1x1 + an2x2 + . . .+ annxn)

 =

a11σ(x1) + a12σ(x2) + . . .+ a1nσ(xn)
...

an1σ(x1) + an2σ(x2) + . . .+ annσ(xn)

 .

Thus,

σ

 n∑
j=1

aijxj

 =

n∑
j=1

aijσ(xj),

for all x1, . . . , xn ∈ R and i = 1, . . . , n. We will consider the case i = 1, i.e.

σ

 n∑
j=1

a1jxj

 =

n∑
j=1

a1jσ(xj), (60)

and treat the case i > 1 similarly. Now we consider the activation σ case by case as follows.
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(i) Case 1. σ = ReLU. We have some observations:

1. Let x1 = 1, and x2 = . . . = xn = 0. Then from Eq. (60), we have:

σ(a11) = a11,

which implies that a11 ⩾ 0. Similarly, we also have a12, . . . , a1n ⩾ 0.
2. Since A is an invertible matrix, the entries a11, . . . , a1n in the first row of A can not be

simultaneously equal to 0.
3. There is at most only one nonzero number among the entries a11, . . . , a1n. Indeed,

assume by the contrary that a11, a12 > 0. Let x3 = . . . = xn = 0, from Eq. (60), we
have:

σ(a11x1 + a12x2) = a11σ(x1) + a12σ(x2).

Let x2 = −1, we have:

σ(a11x1 − a12) = a11σ(x1).

Now, let x1 > 0 be a sufficiently large number such that a11x1 − a12 > 0. (Note that
this number exists since a11 > 0). Then we have:

a11x1 − a12 = a11x1,

which implies a12 = 0, a contradiction.

It follows from these three observations that there is exactly one non-zero element among
the entries a11, . . . , a1n. In other words, matrix A has exactly one nonzero entry in the first
row. This applies for every row, so A has exactly one non-zero entry in each row. Since
A is invertible, each column of A has at least one non-zero entry. Thus A also has exactly
one non-zero entry in each column. Hence, A is in Gn. Moreover, all entries of A are
non-negative, so A is in G>0

n .
It is straight forward to check that for all A in G>0

n we have σ(A · x) = A · σ(x).
(ii) Case 2. σ = Tanh or σ = sin. We have some observations:

1. Let x2 = . . . = xn = 0. Then from Eq. (60), we have:

σ(a11x1) = a11σ(x1),

which implies a11 ∈ {−1, 0, 1}. Similarly, we have a12, . . . , a1n ∈ {−1, 0, 1}.
2. Since A is an invertible matrix, the entries a11, . . . , a1n in the first row of A can not be

simultaneously equal to 0.
3. There is at most only one nonzero number among the entries a11, . . . , a1n. Indeed,

assume by the contrary that a11, a12 ̸= 0. Let x3 = . . . = xn = 0, from Eq. (60), we
have:

σ(a11x1 + a12x2) = a11σ(x1) + a12σ(x2).

Note that a11, a12 ∈ {−1, 1}, so by consider all the cases, we will lead to a contradic-
tion.

It follows from the above three observations that there is exactly one non-zero element
among the entries a11, . . . , a1n. In other words, matrix A has exactly one nonzero entry in
the first row. This applies for every row, so A has exactly one non-zero entry in each row.
Note that, since A is invertible, each column of A has at least one non-zero entry. Therefore,
A also has exactly one non-zero entry in each column. Hence, A is in Gn. Moreover, all
entries of A are in {−1, 0, 1}, so A is in G±1

n .
It is straight forward to check that for all A in G±1

n we have σ(A · x) = A · σ(x).

The proposition is then proved completely.

C.2 Proof of Proposition 4.4

Proof. For both Fully Connected Neural Networks case and Convolutional Neural Networks case,
we consider a network f with three layers, with n0, n1, n2, n3 are number of channels at each layer,
and its weight space U . We will show the proof for part (i) where activation σ is ReLU, and part
(ii) can be proved similarly. For part (i), we prove f to be G-invariant on its weight space U , for the
group G that is defined by:

G = {idGn3
} × G>0

n2
× G>0

n1
× {idGn0

} < Gn3
× Gn2

× Gn1
× Gn0

= GU ;
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Case 1. f is a Fully Connected Neural Network with three layers, with n0, n1, n2, n3 are number
of channels at each layer as in Eq. 5:

f(x ; U, σ) = W (3) · σ
(
W (2) · σ

(
W (1) · x+ b(1)

)
+ b(2)

)
+ b(3),

Case 2. f is a Convolutional Neural Network with three layers, with n0, n1, n2, n3 are number of
channels at each layer as in Eq. 8:

f(x ; U, σ) = W (3) ∗ σ
(
W (2) ∗ σ

(
W (1) ∗ x+ b(1)

)
+ b(2)

)
+ b(3)

We have some observations:

For case 1. For W ∈ Rm×n,x ∈ Rn and a > 0, we have:

a · σ(W · x+ b) = σ ((aW ) · x+ (ab)) .

For case 2. For simplicity, we consider ∗ as one-dimentional convolutional operator, and other
types of convolutions can be treated similarly. For W = (w1, . . . , wm) ∈ Rm, b ∈ R and x =
(x1, . . . , xn) ∈ Rn, we have:

W ∗ x+ b = y = (y1, . . . , yn−m+1) ∈ Rn−m+1,

where:

yi =

m∑
j=1

wjxi+j−1 + b.

So for a > 0, we have:
a · σ(W ∗ x+ b) = σ ((aW ) ∗ x+ (ab)) .

With these two observations, we can see the proofs for both cases are similar to each other. We will
show the proof for case 2, when f is a convolutional neural network since it is not trivial as case 1.
Now we have U = (W, b) with:

W =
(
W (3),W (2),W (1)

)
,

b =
(
b(3), b(2), b(1)

)
.

Let g be an element of G:

g =
(
idGn3

, g(2), g(1), idGn0

)
,

where:

g(2) = D(2) · Pπ2
= diag

(
d
(2)
1 , . . . , d(2)n2

)
· Pπ2

∈ G>0
n2

,

g(1) = D(1) · Pπ1
= diag

(
d
(1)
1 , . . . , d(1)n1

)
· Pπ1

∈ G>0
n1

.

We compute gU :

gU = (gW, gb),

gW =
(
(gW )(3), (gW )(2), (gW )(1)

)
,

gb =
(
(gb)(3), (gb)(2), (gb)(1)

)
.

where:
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(gW )
(3)
jk =

1

d
(2)
k

·W (3)

jπ−1
2 (k)

,

(gW )
(2)
jk =

d
(2)
j

d
(1)
k

·W (2)

π−1
2 (j)π−1

1 (k)
,

(gW )
(1)
jk =

d
(1)
j

1
·W (1)

π−1
1 (j)k

,

and,

(gb)
(3)
j = b

(3)
j ,

(gb)
(2)
j = d

(2)
j · b(2)

π−1
2 (j)

,

(gb)
(1)
j = d

(1)
j · b(1)

π−1
1 (j)

.

Now we show that f(x ; U, σ) = f(x ; gU, σ) for all x = (x1, . . . , xn0) ∈ Rn0 . For 1 ⩽ i ⩽ n3,
we compute the i-th entry of f(x ; gU, σ) as follows:

f(x ; gU, σ)i

=

n2∑
j2=1

(gW )
(3)
ij2

∗ σ

 n1∑
j1=1

(gW )
(2)
j2j1

∗

σ

 n0∑
j0=1

(gW )
(1)
j1j0

∗ xj0 + (gb)
(1)
j1

+ (gb)
(2)
j2

+ (gb)
(3)
i

=

n2∑
j2=1

1

d
(2)
j2

·W (3)

iπ−1
2 (j2)

∗ σ

 n1∑
j1=1

d
(2)
j2

d
(1)
j1

·W (2)

π−1
2 (j2)π

−1
1 (j1)

∗

σ

 n0∑
j0=1

d
(1)
j1

1
·W (1)

π−1
1 (j1)j0

∗ xj0 + d
(1)
j1

· b(1)
π−1
1 (j1)

+ d
(2)
j2

· b(2)
π−1
2 (j2)

+ b
(3)
i

=

n2∑
j2=1

1

d
(2)
j2

·W (3)

iπ−1
2 (j2)

∗ σ

 n1∑
j1=1

d
(2)
j2

d
(1)
j1

·W (2)

π−1
2 (j2)π

−1
1 (j1)

∗

σ

d
(1)
j1

·

 n0∑
j0=1

W
(1)

π−1
1 (j1)j0

∗ xj0 + b
(1)

π−1
1 (j1)

+ d
(2)
j2

· b(2)
π−1
2 (j2)

+ b
(3)
i

=

n2∑
j2=1

1

d
(2)
j2

·W (3)

iπ−1
2 (j2)

∗ σ

 n1∑
j1=1

d
(2)
j2

d
(1)
j1

·W (2)

π−1
2 (j2)π

−1
1 (j1)

∗

d
(1)
j1

· σ

 n0∑
j0=1

W
(1)

π−1
1 (j1)j0

∗ xj0 + b
(1)

π−1
1 (j1)

+ d
(2)
j2

· b(2)
π−1
2 (j2)

+ b
(3)
i

=

n2∑
j2=1

1

d
(2)
j2

·W (3)

iπ−1
2 (j2)

∗ σ

 n1∑
j1=1

d
(2)
j2

·W (2)

π−1
2 (j2)π

−1
1 (j1)

∗

σ

 n0∑
j0=1

W
(1)

π−1
1 (j1)j0

∗ xj0 + b
(1)

π−1
1 (j1)

+ d
(2)
j2

· b(2)
π−1
2 (j2)

+ b
(3)
i
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=

n2∑
j2=1

1

d
(2)
j2

·W (3)

iπ−1
2 (j2)

∗ σ

d
(2)
j2

·

 n1∑
j1=1

W
(2)

π−1
2 (j2)π

−1
1 (j1)

∗

σ

 n0∑
j0=1

W
(1)

π−1
1 (j1)j0

∗ xj0 + b
(1)

π−1
1 (j1)

+ b
(2)

π−1
2 (j2)

+ b
(3)
i

=

n2∑
j2=1

1

d
(2)
j2

·W (3)

iπ−1
2 (j2)

· d(2)j2
∗ σ

 n1∑
j1=1

W
(2)

π−1
2 (j2)π

−1
1 (j1)

∗

σ

 n0∑
j0=1

W
(1)

π−1
1 (j1)j0

∗ xj0 + b
(1)

π−1
1 (j1)

+ b
(2)

π−1
2 (j2)

+ b
(3)
i

=

n2∑
j2=1

W
(3)

iπ−1
2 (j2)

∗ σ

 n1∑
j1=1

W
(2)
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End of proof.

D Additional experimental details

D.1 Runtime and Memory Consumption

We provide the runtime and memory consumption of Monomial-NFNs and the previous NFNs in
Tables 10 and 11 to compare the computational and memory costs in the task of predicting CNN
generalization (see Section 6.1). It is observable that our model runs faster and consumes significantly
less memory than NP/HNP in [71] and GNN-based method in [35]. This highlights the benefits of
parameter savings in Monomial-NFN.

Table 10: Runtime of models.
NP [71] HNP [71] GNN [35] Monomial-NFN (ours)

Tanh subset 35m34s 29m37s 4h25m17s 18m23s
ReLU subset 36m40s 30m06s 4h27m29s 23m47s

Table 11: Memory consumption.
NP [71] HNP [71] GNN [35] Monomial-NFN (ours)

Tanh subset 838MB 856MB 6390MB 582MB
ReLU subset 838MB 856MB 6390MB 560MB

D.2 Comparison of Monomial-NFNs and GNN-based NFNs

We provide experimental result to compare the efficiency of our model and a permutation equivariant
GNN-based NFN [35] in two scenarios below.

1. Training the model on augmented train data and testing with the augmented test data (see
Tables 12 and 13).
Here, we present the experimental results on the original dataset and the results on the
augmented dataset. The augmentation levels for the ReLU subset are 1, 2, 3, and 4,
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corresponding to augmentation ranges of [1, 10], [1, 102], [1, 103], [1, 104]. The augmented
dataset for the Tanh subset corresponds to the augmentation range of [−1, 1]

Table 12: Predict CNN generalization on ReLU subset (augmented train data)
Original 1 2 3 4

GNN [35] 0.897 0.892 0.885 0.858 0.851
Monomial-NF (ours) 0.922 0.920 0.919 0.920 0.920

Table 13: Predict CNN generalization on Tanh subset (augmented train data)
Original Augmented

GNN [35] 0.893 0.902
Monomial-NFN (ours) 0.939 0.943

The results for GNN exhibit a similar trend as other baselines that do not incorporate the
scaling symmetry into their architectures. In contrast, our model has stable performance. A
notable observation is that the GNN model uses 5.5M parameters (4 times more than our
model), occupies 6000MB of memory, and takes 4 hours to train.

2. Training the model on original train data and testing with the augmented test data (see
Tables 14 and 15).

Table 14: Predict CNN generalization on ReLU subset (original train data)
Augment level 1 2 3 4

GNN [35] 0.794 0.679 0.586 0.562
Monomial-NF (ours) 0.920 0.919 0.920 0.920

Table 15: Predict CNN generalization on Tanh subset (original train data)
Augmented

GNN [35] 0.883
Monomial-NFN (ours) 0.940

In these more challenging scenario, GNN’s performance drops significantly, which highlights
the lack of scaling symmetry in the model. Our model maintains consistent performance,
matching the case in which we train with the augmented data.

D.3 Predicting generalization from weights

Dataset. The original ReLU subset of the CNN Zoo dataset includes 6050 instances for training
and 1513 instances for testing. For the Tanh dataset, it includes 5949 training and 1488 testing
instances. For the augmented data, we set the augmentation factor to 2, which means that we augment
the original data once, resulting in a new dataset of double the size. The complete size of all datasets
is presented in Table 16

Implementation details. Our model follows the same architecture as in [71], comprising three
equivariant Monomial-NFN layers with 16, 16, and 5 channels, respectively, each followed by ReLU
activation (ReLU dataset) or Tanh activation (Tanh dataset). The resulting weight space features
are input into an invariant Monomial-NFN layer with Monomial-NFN pooling (Equation 19) with
learnable parameters (ReLU case) or mean pooling (Tanh case). Specifically, the Monomial-NFN
pooling layer normalizes the weights across the hidden dimension and takes the average for rows
(first layer), columns (last layer), or both (other layers). The output of this invariant Monomial-NFN
layer is flattened and projected to R200 (ReLU case) or R1000 (Tanh case). This resulting vector is
then passed through an MLP with two hidden layers with ReLU activations. The output is linearly
projected to a scalar and then passed through a sigmoid function. We use the Binary Cross Entropy
(BCE) loss function and train the model for 50 epochs, with early stopping based on τ on the
validation set, which takes 35 minutes to train on an A100 GPU. The hyperparameters for our model
are presented in Table 18.
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Table 16: Datasets information for predicting generalization task.

Dataset Train size Val size

Original ReLU 6050 1513
Original Tanh 5949 1488

Augment ReLU 12100 3026
Augment Tanh 11898 2976

Table 17: Number of parameters of all models for prediciting generalization task.

Model ReLU dataset Tanh dataset

STATNN 1.06M 1.06M
NP 2.03M 2.03M

HNP 2.81M 2.81M
Monomial-NFN (ours) 0.25M 1.41M

Table 18: Hyperparameters for Monomial-NFN on prediciting generalization task.

ReLU Tanh

MLP hidden neurons 200 1000
Loss Binary cross-entropy Binary cross-entropy

Optimizer Adam Adam
Learning rate 0.001 0.001

Batch size 8 8
Epoch 50 50

Table 19: Dataset size for Classifying INRs task.

Train Validation Test

CIFAR-10 45000 5000 10000
MNIST size 45000 5000 10000

Fashion-MNIST 45000 5000 20000

For the baseline models, we follow the original implementations described in [71], using the official
code (available at: https://github.com/AllanYangZhou/nfn). For the HNP and NP models, there are
3 equivariant layers with 16, 16, and 5 channels, respectively. The features go through an average
pooling layer and 3 MLP layers with 1000 hidden neurons. The hyperparameters of our model and
the number of parameters for all models in this task can be found in Table 17.

D.4 Classifying implicit neural representations of images

Dataset. We utilize the original INRs dataset provided by [71], with no augmentation. The data is
obtained by implementing a single SIREN model for each image in each dataset: CIFAR-10, MNIST,
and Fashion-MNIST. The size of training, validation, and test samples for each dataset is provided in
Table 19.

Implementation details. In these experiments, our general architecture includes 2 Monomial-
NFN layers with sine activation, followed by 1 Monomial-NFN layer with absolute activation. The
choice of hidden dimension in the Monomial-NFN layer depends on each dataset and is described in
Table 20. The architecture then follows the same design as the NP and HNP models in [71], where a
Gaussian Fourier Transformation is applied to encode the input with sine and cosine components,
mapping from 1 dimension to 256 dimensions. If the base layer is NP, the features will go through
IOSinusoidalEncoding, a positional encoding designed for the NP layer, with a maximum frequency
of 10 and 6 frequency bands. After that, the features go through 3 HNP or NP layers with ReLU
activation functions. Then, an average pooling is applied, and the output is flattened, and the resulting
vector is passed through an MLP with two hidden layers, each containing 1000 units and ReLU
activations. Finally, the output is linearly projected to a scalar. For the MNIST dataset, there is an
additional Channel Dropout layer after the ReLU activation of each HNP layer and a Dropout layer
after the ReLU activation of each MLP layer, both with a dropout rate of 0.1. We use the Binary
Cross Entropy (BCE) loss function and train the model for 200,000 steps, which takes 1 hour and 35
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Table 20: Hyperparameters of Monomial-NFN for each dataset in Classify INRs task.

MNIST Fashion-MNIST CIFAR-10

Monomial-NFN hidden dimension 64 64 16
Base model HNP NP HNP

Base model hidden dimension 256 256 256
MLP hidden neurons 1000 500 1000

Dropout 0.1 0 0
Learning rate 0.000075 0.0001 0.0001

Batch size 32 32 32
Step 200000 200000 200000
Loss Binary cross-entropy Binary cross-entropy Binary cross-entropy

Table 21: Number of parameters of all models for classifying INRs task.

CIFAR-10 MNIST Fashion-MNIST

MLP 2M 2M 2M
NP 16M 15M 15M

HNP 42M 22M 22M
Monomial-NFN (ours) 16M 22M 20M

Table 22: Number of parameters of all models for Weight space style editing task.

Model Number of parameters

MLP 4.5M
NP 4.1M

HNP 12.8M
Monomial-NFN (ours) 4.1M

Table 23: Hyperparameters for Monomial-NFN on weight space style editing task.

Name Value

Monomial-NFN hidden dimension 16
NP dimension 128

Optimizer Adam
Learning rate 0.001

Batch size 32
Steps 50000

minutes on an A100 GPU. For the baseline models, we follow the same architecture in [71], with
minor modifications to the model hidden dimension, reducing it from 512 to 256 to avoid overfitting.
We use a hidden dimension of 256 for all baseline models and our base model. The number of
parameters of all models can be found in Table 21

D.5 Weight space style editing

Dataset. We use the same INRs dataset as used for classification task, which has the size of train,
validation and test set described in Table 19.

Implementation details. In these experiments, our general architecture includes 2 Monomial-NFN
layers with 16 hidden dimensions. The architecture then follows the same design as the NP model
in [71], where a Gaussian Fourier Transformation with a mapping size of 256 is applied. After that,
the features go through IOSinusoidalEncoding and then through 3 NP layers, each with 128 hidden
dimensions and ReLU activation. Finally, the output goes through an NP layer to project into a scalar
and a LearnedScale layer described in the Appendix of [71]. We use the Binary Cross Entropy (BCE)
loss function and train the model for 50,000 steps, which takes 35 minutes on an A100 GPU. For
the baseline models, we keep the same settings as the official implementation. Specifically, the HNP
or NP model will have 3 layers, each with 128 hidden dimensions, followed by a ReLU activation.
An NFN of the same type will be applied to map the output to 1 dimension and pass it through a
LearnedScale layer. The number of parameters of all models can be found in Table 22. The detailed
hyperparameters for our model can be found in Table 23.
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Figure 2: Random qualitative samples of INR editing behavior on the Dilate (MNIST) and Contrast
(CIFAR-10) editing tasks.

D.6 Ablation Regarding Design Choices

We provide the ablation study on the choice of architecture for the task Predict CNN Generalization
on ReLU subset in Table 24. We denote:

• Monomial Equivariant Functional Layer (Ours): MNF
• Activation: ReLU
• Scaling Invariant and Permutation Equivariant Layer (Ours): Norm
• Hidden Neuron Permutation Invariant Layer (in [71]): HNP
• Permutation Invariant Layer: Avg
• Multilayer Perceptron: MLP

Table 24: Ablation study on design choices for the task Predict CNN generalization on ReLU subset
Original 1 2 3 4

(MNF–ReLU)×1 ! Norm ! (HNP–ReLU)×1 ! Avg ! MLP 0.917 0.916 0.917 0.917 0.917
(MNF–ReLU)×2 ! Norm ! (HNP–ReLU)×1 ! Avg ! MLP 0.918 0.917 0.917 0.917 0.918
(MNF–ReLU)×3 ! Norm ! (HNP–ReLU)×1 ! Avg ! MLP 0.920 0.919 0.918 0.920 0.920
(MNF–ReLU)×1 ! Norm ! Avg ! MLP 0.915 0.914 0.917 0.916 0.914
(MNF–ReLU)×2 ! Norm ! Avg ! MLP 0.918 0.919 0.918 0.917 0.918
(MNF–ReLU)×3 ! Norm ! Avg ! MLP 0.922 0.920 0.919 0.920 0.920

Among these designs, the architecture incorporating three layers of Monomial-NFN with ReLU
activation achieves the best performance.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims made in the abstract and introduction are clearly stated in the
Contribution in the Section 1. These claims accurately reflect the paper’s contributions and
scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in the Section 7.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: All theoretical results in the paper are given together with the full set of
assumptions and complete/correct proofs (See Appendix C.2 and Appendix C.1).
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide the experiment details in the Implementation details section in the
Appendix D of our manuscript. We also provide the source code so that the results in the
paper can be easily reproduced.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the source code in the supplementary resources with detailed guide
to run so that the results in the paper can be easily reproduced. We verify our proposed
methods using public benchmarks (See the Section 6 in our manuscript)

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify all the training and test details necessary to understand the results
in the Implementation details section in the Appendix D of our manuscript.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report error bars suitably and correctly defined of the experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide sufficient information on the computer resources for all experi-
ments in our Implementation details in Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss broader impacts in Appendix ??.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite the githubs we use and the baselines we compare with in the Imple-
mentation details part in Appendix D of our manuscript.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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