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Abstract

Large language models (LLMs) demonstrate
strong task-specific capabilities through fine-
tuning, but merging multiple fine-tuned models
often leads to degraded performance due to
overlapping instruction-following components.
Task Arithmetic (TA), which combines task
vectors derived from fine-tuning, enables multi-
task learning and task forgetting but struggles
to isolate task-specific knowledge from gen-
eral instruction-following behavior. To ad-
dress this, we propose Layer-Aware Task Arith-
metic (LATA), a novel approach that assigns
layer-specific weights to task vectors based
on their alignment with instruction-following
or task-specific components. By amplifying
task-relevant layers and attenuating instruction-
following layers, LATA improves task learning
and forgetting performance while preserving
overall model utility. Experiments on multiple
benchmarks, including WikiText-2, GSM8K,
and HumanEval, demonstrate that LATA out-
performs existing methods in both multi-task
learning and selective task forgetting, achieving
higher task accuracy and alignment with mini-
mal degradation in output quality. Our findings
highlight the importance of layer-wise analy-
sis in disentangling task-specific and general-
purpose knowledge, offering a robust frame-
work for efficient model merging and editing.

1 Introduction

Existing large language models (LLMs) demon-
strate robust conversational abilities but often re-
quire fine-tuning on specialized datasets for opti-
mal task performance. Model merging combines
multiple fine-tuned models into a single multi-task
system. A common approach is rask arithmetic
(TA) (Ilharco et al., 2023), which adds or subtracts
parameter differences (task vectors) obtained be-
fore and after fine-tuning. By manipulating these
vectors, TA enables a model to gain or discard spe-
cific task capabilities.

Models fine-tuned for specific tasks typically
stem from instruction-following LLMs (Dodge
et al., 2020). During fine-tuning, instruction-
following behavior is further reinforced alongside
the target task capability (Figure 1(a)). Conse-
quently, each task vector encodes both instruction-
following and task-specific components. Merging
multiple task vectors via TA can introduce over-
lapping instruction-following components, leading
to worse utility in the merged model (Figure 1(b))
and degrading overall output quality. Moreover,
overlapping parameters across different tasks may
lower performance on individual tasks when tasks
are merged together.

To mitigate negative effects from overlapping
instruction-following components, one must dis-
card those portions of the task vectors and preserve
only the segments that emphasize the target task.
However, effectively isolating task-oriented seg-
ments remains an open challenge.

In TA, the direction of a task vector determines
how the target model’s capabilities shift. We can
view the full vector as a collection of layer-specific
vectors, one per layer. Comparing each layer’s
vector with that of an instruction-following model
reveals whether it focuses on instruction-following
(high similarity) or on the specific task (low simi-
larity).

Based on this observation, we propose Layer-
Aware Task Arithmetic (LATA), which assigns dif-
ferent weights to each layer of the task vector.
Layers aligned with the target task receive larger
weights, amplifying their effect on the final model,
while layers emphasizing instruction-following re-
ceive smaller weights (or are disregarded) to reduce
negative impact.

Our experiments show that LATA not only pre-
serves output quality in task learning but also
achieves better overall performance on each task
than existing approaches. In task forgetting
(the subtractive operation in TA), LATA likewise
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Figure 1: Challenges in task arithmetic, highlighting
interference between instruction-following and task-
specific components.

demonstrates strong effectiveness, selectively re-
moving capabilities with minimal overall degrada-
tion.

Contribution We introduce LATA, an approach
to selectively amplify task-specific segments within
a task vector and suppress overlapping instruction-
following components. LATA preserves the
merged model’s quality and achieves higher per-
formance on multiple tasks compared to previous
methods. LATA also excels at selectively removing
undesired capabilities, incurring minimal harm to
the model’s remaining skills.

2 Related Work

Combining model capabilities without additional
training has attracted growing attention. Model
merging fuses weights of separately fine-tuned
models for multi-task learning (Choi et al., 2024),
and simple averaging can improve accuracy and
robustness (Wortsman et al., 2022). TIES (Yadav
et al., 2023) resets negligible changes to address
sign conflicts, reducing performance drops; Delta-
sparsification (DARE) (Yu et al., 2024) discards
up to 99% of fine-tuning deltas to merge multiple
homologous models. Most research aims to min-
imize utility loss of merged LLMs (Matena and
Raffel, 2022; Jin et al., 2023; Zhou et al., 2024; Du
et al., 2024; Lu et al., 2024; Dai et al., 2025; Lai
et al., 2025), while Yang et al. (2024b,a); Bowen
et al. (2024); Gargiulo et al. (2025) explore merg-
ing computer vision models using key parts of task
vectors.

An alternative line of research, task arith-
metic (TA), views tasks as weight update vectors
composed via vector operations. Ilharco et al.
(2023) define a task vector as the difference be-
tween a fine-tuned model and its base, enabling

multiple tasks to be learned simultaneously and
new tasks to be inferred without retraining. Negat-
ing a task vector selectively unlearns a specific
task with minimal impact on others, implying that
model weights shift independently per task. TA has
been considered in fine-tuning (Zhang et al., 2023;
Choi et al., 2024) and alignment (Zhao et al., 2024;
Liet al., 2025; Hazra et al., 2024) contexts.

In this paper, we focus on TA for both task learn-
ing and forgetting. Existing methods generally
merge or edit entire models without distinguish-
ing which layers encode task-specific versus gen-
eral knowledge. In contrast, our proposed LATA
performs a layer-wise analysis to separate generic
utility from task-specific effects, enabling selective
amplification or removal of tasks while preserving
overall performance.

3 Background Knowledge

Given 0 as the weights of a pre-trained LLM and
O as the parameters of the LLLM fine-tuned for a
target task, TA (Ilharco et al., 2023) proposes the
following formula to obtain the task vector 7:

T = O — 9pre (D

where 7 represents the task vector for the target
task, indicating the model’s capability to perform
the target task.

TA further proposes that task vectors for differ-
ent target tasks can be added to a single model,
enabling the model to simultaneously perform mul-
tiple target tasks. This achieves the effect of task
learning:

t
Hmerged = etarget + Z AiTi ()
i=1
where ¢ is the total number of target tasks, \; is
a scaling coefficient for the vector, Orge is the
original parameters of the target model, and Operged
is the model after merging via TA. The merged
model can simultaneously improve its performance
on multiple target tasks.
On the other hand, in the task forgetting, the
task vector can also be used to remove the model’s
ability for specific tasks:

Ounable = Oable — AT 3)

Here, 7 represents the task vector for the task to
be removed. After subtracting the task vector, the
model’s performance on the removed task will de-
crease.
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Figure 2: The difference between instruction, complex
and task vector. In LATA, we emphasize extracting
and applying more green vectors that positively impact
the target task, while minimizing red vectors that could
degrade the merged model’s utility.

4 Proposed Method

Here, we present our proposed method, Layer-
Aware Task Arithmetic (LATA). First, we define
a base model as a model that does not possess
instruction-following capabilities, such as Llama-
3-8B (Grattafiori et al., 2024). We also define
a pre-trained model as a model with instruction-
following capabilities, such as Llama-3-8B-Instruct
(Grattafiori et al., 2024). Moreover, for multiple tar-
get tasks, we obtain models that are fine-tuned from
the pre-trained model for each specific task, result-
ing in models tailored to their respective tasks. We
refer to these models as fine-tuned models, which
are derived from the pre-trained model through
fine-tuning. LATA consists of the following four
steps.

Step 1: Deriving Instruction Vector and Com-
plex Vector We define the instruction vector by
subtracting the base model’s parameters from the
pre-trained model’s parameters:

Tinstr = epre — Obase- €]

This captures the instruction-following capabil-
ity. We then define the complex vector by subtract-
ing the base model’s parameters from those of each
fine-tuned model:

Tcomp = Ot — Opase- &)

This vector reflects both instruction-following
and the target task capability. Figure 2 shows how
we obtain the instruction and complex vectors.

Step 2: Computing Layerwise Similarity We
split the instruction and complex vectors into layer
vectors, with each layer’s parameters forming a
small vector. Thus, the complete task vector is
r = {r', 7%, ..., 7%}, where L is the number of
layers.

To isolate target-task elements in the complex
vector from instruction-following elements, we
compute the cosine similarity between the instruc-
tion and complex vectors at each layer:

) 7

COS(Tcomp> 7_instr)7 0<i<L. (6)

Figure 3 illustrates that layers showing higher sim-
ilarity primarily capture instruction-following ca-
pabilities. Assigning smaller weights to these lay-
ers during TA reduces their impact on the merged
model, preserving instruction-following quality. In
contrast, layers with lower similarity have less ef-
fect on instruction following, so we assign them
greater weights to boost target-task performance
while maintaining overall utility.

Step 3: Deriving Pure Vector We obtain the
target-task vector 7 by subtracting the pre-trained
model’s parameters from the fine-tuned model’s
parameters:

T = O — ‘9pre‘ @)

Next, we split 7 into layer vectors and compute
each layer’s cosine similarity to the instruction and
complex vectors. Layers with higher similarity re-
ceive smaller weights, and those with lower similar-
ity receive larger weights. The resulting weighted
vector is called the pure vector because it preserves
the task’s core functionality. We propose three ap-
proaches to obtain this pure vector 7’.

1. Linear-Drop-by-Rank: We rank each layer
by its cosine similarity between the complex
and instruction vectors, then assign weights
from O to 1 based on rank:

= = 1< <L) ®)

Here, r; is the rank, and higher ranks receive
larger weights, indicating greater emphasis on
the target task.

2. Logarithmic-Drop-by-Rank: Similar to
Linear-Drop-by-Rank, but because of the cor-
relation between layers, we use a logarithmic
curve:



T= {Tl,‘[z, .

.,TL}

— 1 2 L
Tcomp = {Tcomp » Tcompr ++» Tcomp}

— 1 2
Tinstr = { Tinstr » Tinstrs -

]

L
’ Tinstr}

Computing Cosine Similarity

i { i i
cos(t )T 0=i<lL ; '
( comp mstr) Tinstr ~ Téomp

Layer Vectors are NOT Similar
Make
Ttgnstr P~ ﬁ Tl
Teomp Stronger!!!

Important
Layer!!!

Layer Vectors are Similar

. Make
K 7 Unimportant 7
instr P~ comp Layer Weaker

Figure 3: Method for identifying important layers: We compute the cosine similarity of each layer vector between
the complex vector and the instruction vector. Layers with lower similarity are less related to instruction-following
and likely enhance the target task, so we strengthen them. Conversely, layers with higher similarity align more with
instruction-following and have lower task relevance, so we attenuate them to reduce their impact on utility.

/

T = {Ti/ | = logL(m)Ti7 1<r <L} (9

This reduces weight differences among higher-
ranked layers, better reflecting inter-layer cor-
relations in some architectures.

3. Drop-with-Threshold: We set a thresh-
old 0. If the cosine similarity of a
layer exceeds o, that layer’s vector is
dropped (set to zero); otherwise, it is kept:

7= {7_1" Ti’ _ {7—17 COS(Tclomp'/Til‘nstr) < U} (10)

0, COS(TCiomp'/ 7_ilnslr) >0
This approach is useful when only a small
subset of layers significantly affects the target
task. By focusing on these layers, we enhance
task performance.

Step 4: Performing TA with Pure Vector
Through LATA, we can obtain multiple distinct
pure vectors for different target tasks. These vec-
tors are then added to a target model via TA:

t

/ /
Hmerged - Htarget + E AiTi?
=1

(an

where )\; is the scaling coefficient for each pure
vector 7;. This preserves output quality across mul-
tiple tasks by avoiding the degradation often caused
by combining multiple task vectors.

Similarly, these pure vectors can be used to re-
move specific capabilities:
_ )\/le

efmable = Oable (12)

where )\’ is the scaling coefficient for the pure vec-
tor 7/. This approach allows more precise removal
of a model’s ability to perform particular tasks with-
out unintended effects on its other functionalities.

5 [Evaluation

We conduct two experiments. The first is the task
learning scenario (see Section 2), merging three
target tasks (unalignment, math, and code) into a
single model via TA’s additive operation. The sec-
ond is the task forgetting scenario (see Section 2),
using TA’s subtractive operation to reduce harm-
ful content and improve alignment (Ilharco et al.,
2023; Bhardwaj et al., 2024).

All experiments were conducted on an NVIDIA
H200 GPU with 141GB of memory and dual In-
tel® Xeon® Platinum 8480C processors (112 cores,
2.00-3.80 GHz).

5.1 Setup

Dataset For task learning, we use WikiText-2
(Merity et al., 2017) to evaluate the utility of the
merged model’s outputs. For the unalignment (UA)
task, we adopt the dataset designed by Qi et al.
(2024), which includes 11 harmful categories de-
fined in the usage policies of OpenAl and Llama



Architecture Gemma-2-9b Llama-3-8b
UA gemma-2-9b-it-abliterated DevsDoCode/LLama-3-8b-Uncensored
Math kyungeun/gemma-2-9b-it-mathinstruct TIGER-Lab/MAmmoTH2-8B-Plus
Code TeamDelta/gemma_coder_9b budecosystem/code-millenials-8b

Table 1: Fine-tuned models for task learning.

2, each category containing 30 harmful questions.
We use GSM8K (Cobbe et al., 2021) to assess the
model’s math capability. For code generation, we
employ HumanEval (Chen et al., 2021) as our eval-
uation metric.

For task forgetting, we also used the same
question dataset (Qi et al.,, 2024) of 11 harm-
ful categories from the UA (unalignment) task
for model testing. Here, we selected models in
Traditional Chinese, German, Japanese, Russian,
and Thai as our target models, and thus trans-
lated the questions into each target language for
testing. For each language-specific model, we
also used language-specific evaluation datasets to
measure output quality. We employed TMMLU+
(Tam et al., 2024) to evaluate the Traditional Chi-
nese model; JAQKET_v2 (Suzuki et al., 2020),
JSQuAD, and JCommonsenseQA (Kurihara et al.,
2022) for the Japanese model; German / Russian
SQuAD (Artetxe et al., 2020), Truthful QA (Lai
et al., 2023), and NLI (Conneau et al., 2018) for
the German and Russian models, respectively; and
Thai SQuAD (Artetxe et al., 2020) and NLI (Con-
neau et al., 2018) for the Thai model.

Model We used Gemma-2-9b (Riviere et al.,
2024) and Llama-3-8B (Grattafiori et al., 2024)
to evaluate LATA, with both models serving as
base models and Gemma-2-9B-it and Llama-3-
8B-Instruct as pre-trained or target models. Ta-
ble 1 presents the fine-tuned models for task learn-
ing. For task forgetting, to demonstrate that vec-
tors obtained from English models are also effec-
tive in models of different languages, we adopted
Llama-3-8B-Uncensored as the fine-tuned model,
fine-tuned on uncensored data to reduce refusals
to harmful queries. In addition, five language-
specific versions, trained on their respective target
languages but not heavily aligned, were used as
target models listed in Table 2. More details of
each model used for task learning/forgetting are
provided in Appendix A.1.

Metric We use the following metrics for evalua-
tion.

1. Utility We use WikiText-2 Benchmark' (Mer-

"https://github.com/Eleuther Al/lm-evaluation-harness

Language Target model
Chinese (zh-tw) | Llama3-TAIDE-LX-8B-Chat-Alphal
Japanese Llama3-DiscoLeo-Instruct-8B-v0.1
German Llama-3-ELYZA-JP-8B
Russian saiga_llama3_8b
Thai llama-3-typhoon-v1.5-8b-instruct

Table 2: Target models for task forgetting.

ity et al., 2017) to compute the perplexity of
the merged model to examine the issue of qual-
ity degradation in the model’s output. For
models in different languages, we use differ-
ent metrics to evaluate their capabilities:

(a) Traditional Chinese We use TMMLU+!
for evaluation. TMMLU+ is a multiple-
choice dataset designed to assess Tradi-
tional Chinese comprehension. We mea-
sure the model’s accuracy on this dataset
to evaluate its proficiency in Traditional
Chinese.

(b) Japanese We evaluate the model using
exact-match score for JAQKET_v2!
and JSQUAD', and accuracy for
JCommonsenseQA!. These metrics
cover Japanese question answering,
reading comprehension, commonsense
multiple-choice questions, and natural
language inference.

(c) German, Russian, and Thai We sepa-
rately use the German, Russian, and Thai
versions of SQUAD' F1-score and NLI
! accuracy for evaluation. These met-
rics cover question answering and natu-
ral language inference capabilities. For
the German and Russian models, we also
employ the respective language versions
of TruthfulQA' accuracy to assess their
question-answering performance.

2. Unalignment (UA) We use GPT-4 (OpenAl
et al., 2024) to score the risk level of the
model’s output (on a scale of 1 to 5, where
higher scores indicate more unsafe outputs)
(Qi et al., 2024).

3. Math We evaluate the model’s performance
on the GSM8K! (Cobbe et al., 2021) dataset
using zero-shot accuracy.

4. Code We assess the model’s ability to gen-
erate code using pass@1 on the HumanEval
benchmark (Chen et al., 2021).
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Baseline We consider the ordinary TA (Ilharco
et al., 2023), TIES (Yadav et al., 2023), and
DARE (Yu et al., 2024) as baseline methods in
task learning since these are all primarily based
on TA, designed for LLMs, and do not require
additional data. For task forgetting, we also con-
sider TA, DARE, and Safety Arithmetic (Hazra
et al., 2024). TA has been described in Section 3.
TIES reduces interference by retaining only the top
k x 100% of parameters (by magnitude) in the task
vector. DARE tackles parameter interference by
randomly dropping p x 100% of the parameters in
the task vector. Safety Arithmetic first uses A for
harm direction removal, then applies « to add the
in-context vector into the model to enhance align-
ment. We show the configuration of each baseline
below.

* TA: We follow the description in Section 3 to
implement TA. We set the scaling coefficient
A as 0.5 (and 1.0) in task learning and 0.8
in task forgetting. The following approaches
(TIES and DARE) also follow the same scal-
ing coefficient settings.

» TIES: We retain the top 0.7 x 100% of pa-
rameters (by magnitude) in the task vector
(k=0.7).

* DARE: We set the drop rate p to 0.3 in both
task learning and task forgetting. Note that
although DARE did not mention its use for
removing model capabilities, we include it in
our comparison here due to its basic concept
being the same as TA.

* DARE+TIES: p = 0.1 and £ = 0.9.

 Safety Arithmetic To maintain the generating
capabilities of various language models, we
set A = 0.5, « = 0.12 for Chinese, Russian,
and Thai models, A = 0.3, o« = 0.12 for
German model, and A = 0.3, o« = 0.08 for
Japanese model.

5.2 Result

Task Learning We evaluate LATA on Gemma-
2-9b (Linear-Drop-by-Rank) and Llama-3-8B
(Logarithmic-Drop-by-Rank) with scaling coeffi-
cients set to 0.5 and 1.0. Table 3 shows results
under Gemma-2-9b. Since the unalignment (UA)
vector did not significantly increase GPT-4 harm
score at 0.5 or 1.0, we use a coefficient of 1.5 for

Merged Merging Utility UA Math Code
Tasks Method WikiText-2({) GPT-4(1) GSM8K(T) HumanEval(1)

TA 11.4631
DARE 11.6558

UA + Math TIES 12.3577
DARE + TIES  12.7110

LATA (Ours) 102726

TA 10.3444

DARE 12.4347

Math + Code TIES 12.3455
DARE + TIES  10.4208

LATA (Ours)  10.2831

TA 123533

DARE 12.6539

UA + Code TIES 12,5680
DARE +TIES  12.9077

LATA (Ours) 109101

TA 11.8785

DARE 12,3247

UA +Math + Code  TIES 157654
DARE + TIES  16.9879

LATA (Ours)  10.4298

3.7091
3.8000
3.3303
3.3030
3.8879

0.8211
0.8143
0.8112
0.8249
0.8408
0.8347
0.8294
0.8279
0.8287
0.8461

0.6463
0.6341
0.6524
0.6341
0.6585
0.4878
0.5183
0.4878
0.5000
0.4756
0.6159
0.6341
0.5976
0.5793
0.6280

3.7485
3.7758
3.7879
3.5848
3.8455
3.7576
3.7152
2.8727
2.8061
3.7939

0.8241
0.8052
0.7870
0.7627
0.8431

Table 3: The performance of LATA compared with TA,
DARE, TIES, and DARE+TIES (TIES applied after
DARE) under Gemma-2-9b is shown for various com-
binations of UA, Math, and Code. We use A\ = 1.5 for
UA and \ = 0.5 for Math and Code.

Merged Merging Utility UA Math Code
Tasks Method

WikiText-2(}) GPT-4(1) GSMSK(1) HumanEval()

LATA + TIES
LATA + DARE
LATA + DARE + TIES

10.2724
10.2936
10.2784

3.8848
3.8333

0.8431
0.8340
0.8324

UA + Math

3.9152 -

- 0.6402
0.6463
0.6524

LATA + TIES
LATA + DARE
LATA + DARE + TIES

10.3029
10.3150
10.3046

0.8491
0.8438
0.8408

Math + Code

3.7970
3.8394
3.7788

LATA + TIES
LATA + DARE
LATA + DARE + TIES

10.9103
10.9097
12.9204

0.4573
0.4024
0.4512

UA + Code

0.8431
0.8408
0.8393

LATA + TIES
LATA + DARE
LATA + DARE + TIES

10.5050
10.5219
10.5137

3.7061
3.7879
3.7061

0.6341
0.6341
0.6341

UA + Math + Code

Table 4: Results of Combining LATA with TIES, DARE,
and DARE + TIES. We use A = 1.5 for UA, A = 0.5
for Math and Code. For A+B or A+B+C, models are
merged sequentially in the order of A, then B, and finally
C.

UA and 0.5 for the other two tasks. Across all set-
tings, LATA yields the best utility performance and
lowest perplexity on WikiText-2. It also outper-
forms existing methods on most target tasks, espe-
cially when merging all three tasks, where LATA
keeps perplexity below 10.5 while all others exceed
11.5.

Compared to the Table 3, where the scaling co-
efficient \’s for different tasks are particularly set,
Tables 5 and 6 show results for coefficients 0.5 and
1.0. LATA consistently maintains the best utility
scores and outperforms other approaches on over
half of the tasks. Although performance in utility,
math, and code slightly declines at 1.0, LATA’s
drop is markedly smaller, indicating strong robust-
ness without continuous coefficient tuning. On the
other hand, to show the influences of different hy-
perparameters of each baseline, we perform the
results in Appendix A.2.



Merged Merging Utility UA Math Code Merged Merging Utility UA Math Code
Tasks Method WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(1) Tasks Method WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(1)
TA 100031 1.6212 08355 TA 9.0025  3.6303  0.8089
DARE 100146 15909  0.8324 DARE 9.0559 35606  0.8074
UA + Math TIES 100167 15636 0.8385 UA + Math TIES 91528 33788  0.8036
DARE+TIES  10.0461 15818  0.8302 DARE+TIES  9.0055  3.5515  0.7923
LATA (Ours)  10.0667 13455  0.8552 . LATA (Ours) 93160 37667  0.7847 .
TA 10.8258 16394 - 0.4390 TA 10.0648 N 0.6664 03415
DARE 10.8740 17061 0.4390 DARE 10.1674 N 0.6558 03415
UA + Code TIES 118583 15121 04329 Math + Code TIES 10.0103 B 0.6914 03293
DARE+TIES 108553 16121 04512 DARE +TIES 102170 - 0.6778 02927
LATA (Ours)  10.6848 13848 : 03902 LATA (Ours)  9.9947 - 0.7491 0.2439
TA 103483 17515 0.8431 0.6463 TA 10.4806  3.7879 N 02317
DARE 103804 16394  0.8294 0.6463 DARE 104840  3.7273 B 02256
UA +Math+ Code  TIES 103994 17939 0.8317 0.6585 UA + Code TIES 102491  3.5667 - 02256
DARE+TIES 104147 18091  0.8309 0.6524 DARE+TIES 105172  3.6606 - 0.1951
LATA (Ours)  10.2860 14152  0.8514 0.6585 LATA (Ours) 104579 3.5030 - 0.2500
TA 90398 3.6333  0.6626 0.2987
. DARE 10.0415  3.8000  0.6732 03171
Table 5: Results of task learning on Gemma-2-9b. Here, UA +Math + Code  TIES 9.9066  3.5030  0.6793 03171
we merge models with A\ = 0.5 for all tasks. Since the Tk iows 9905 390 oosls e

settings and results of "Math + Code" are identical to
those in Table 3, we do not repeat them here.

Merged Merging Utility UA Math Code
Tasks Method WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(1)
TA 10.7850 3.9758 0.7377
DARE 10.8753 3.9424 0.7437
UA + Math TIES 10.7638 3.3606 0.7475
DARE + TIES 10.8560 3.6424 0.7445
LATA (Ours) 10.2638 2.2909 0.8158 -

TA 12.1416 - 0.7248 0.5793

DARE 12.4347 0.7111 0.5305

Math + Code TIES 12.3455 0.7165 0.5366

DARE + TIES 12.5877 0.6914 0.5061

LATA (Ours) 11.0208 - 0.8317 0.6280

TA 11.9674 3.8545 - 0.3171

DARE 12.1404 3.8394 0.3537

UA + Code TIES 11.9742 3.3545 0.2866

DARE + TIES 12.0392 3.5061 0.2866

LATA (Ours) 11.2949 2.5667 - 0.3293

TA 12.2611 3.6364 0.7172 0.5671

DARE 12.5596 3.6939 0.7005 0.5061

UA + Math + Code TIES 12.5602 3.5061 0.7104 0.5366

DARE + TIES 12.8658 3.4788 0.6914 0.5122

LATA (Ours) 11.0486 2.6394 0.8271 0.6280

Table 6: Results of task learning on Gemma-2-9b. Here,
we merge models with A = 1.0 for all tasks.

We also investigate whether LATA can enhance
DARE and TIES. Table 4 shows that combining
LATA with these methods often yields superior util-
ity. However, LATA+DARE+TIES typically under-
performs LATA+DARE or LATA+TIES alone, mir-
roring the observation that DATA+TIES is weaker
than DARE or TIES. Moreover, in most cases,
these three-method combinations in Table 4 are
worse than LATA alone (Table 3), as TIES and
DARE may zero out crucial layer vectors selected
by LATA. Hence, using LATA by itself remains the
best choice.

Table 7 presents results under Llama-3-8B and
additional results with different hyperparameters
for each baseline can be found in Appendix A.3.
Owing to its smaller size, we adopt Logarithmic-
Drop-by-Rank to account for higher interdepen-
dence among layers. LATA still sustains superior
overall utility while achieving competitive or best
scores in several tasks. This demonstrates LATA’s
effectiveness across different architectures. In sum-

Table 7: Results of task learning on Llama-3-8b. Here,
we merge models with A = 0.5 for all tasks.

mary, LATA consistently shows clear advantages
in merging multiple models.

Task Forgetting We set the scaling coefficient A
to 1.0 and use Drop-with-Threshold at the thresh-
old o of 0.95 (see more discussion in Section 6).
Figure 4 shows that applying TA’s subtractive op-
eration to reduce harmful content substantially im-
proves alignment. LATA consistently outperforms
existing methods, reducing GPT-4 harm scores be-
low 2 for all tested languages, notably from 3.60
to 2.57 in German. Meanwhile, utility remains on
par with the original model. These results suggest
LATA precisely targets task vectors for removal
and, in some cases (see Section 6), adjusting a min-
imal subset of parameters is sufficient to eliminate
specific capabilities.

6 Discussion

Distribution of Important Layers for Target
Tasks Figure 5 shows layer-wise similarity rank-
ings between the three target tasks’ complex vec-
tors for Gemma-2-9b and the instruction vector.
The vertical axis is the similarity ranking, and the
horizontal axis is the layer index. Layers with
lower similarity (thus more impact on the target
task) generally appear after layer 20, especially be-
tween layers 26 and 30. We hypothesize that earlier
layers focus more on processing the input instruc-
tions, making them closer to the instruction vector
and less crucial to the target task. Conversely, later
layers generate outputs based on the earlier layers’
interpretations, causing parameter changes there
to have greater impact on the target task and thus
lower similarity with the instruction vector.
Another notable observation is the significant
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overlap in similarity rankings for math and code
tasks. We suspect a strong intrinsic similarity be-
tween these two tasks, reflected in our experiments:
when merging them simultaneously (math + code,
UA + math + code), both tasks outperform their
single-task scenarios (UA + math, UA + code), par-
ticularly for code. This suggests that when task vec-
tors share substantial similarity, merging them con-
currently can further enhance the resulting model’s
performance on each individual task.

Significant Impact from a Small Fraction of
Layer Vectors In our task forgetting experiment,
we set the threshold o to 0.95, meaning that layer
vectors with similarities above 0.95 were discarded.
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Figure 5: The graph illustrates the similarity rankings
among layer vectors, with the x-axis representing the
layer number and the y-axis indicating the similarity
rank.

We arrived at this threshold because we observed
extremely high similarity between the complex
and instruction vectors for each layer, with only
a handful of layer vectors showing similarity below
0.9. Even with the threshold fixed at 0.95, only
about 10% of the layer vectors were retained as
pure vectors, while the remaining 90% had simi-
larities greater than 0.95. Under the DARE con-
cept, discarding 90% of the vectors would ordi-
narily require rescaling the remaining 10% by a
factor of ﬁ (i.e., 10x). However, we merely
applied A = 1.0 to slightly increase these vectors,
already achieving performance surpassing that of
the original TA method. This finding indicates that
a complete task vector indeed contains a subset of
parameters that are highly critical to the target task,
while a substantial portion is less significant. LATA
successfully isolates these crucial and non-crucial
segments from the task vector.

7 Conclusion

In this work, we introduced a novel approach
(LATA) to TA, demonstrating its effectiveness in
merging and fine-tuning LLMs across diverse tasks.
LATA leverages dynamic task representations to
achieve improved alignment and utility without
compromising model performance. Through exten-
sive experiments on benchmark datasets such as
WikiText-2, GSM8K, and HumanEval, we showed
that our approach consistently outperforms existing
methods like DARE and TIES in balancing task-
specific performance and generalization. Notably,
our framework enables efficient model merging
while mitigating interference between tasks, as evi-
denced by superior results in multi-task scenarios.
Our findings highlight the potential of TA as a scal-
able and adaptable solution for optimizing LLMs
in multi-task and cross-lingual settings.



Limitations

LATA relies on task arithmetic, so all models must
share the same architecture (identical hidden di-
mensions and layer structures), which limits cross-
family applications. Moreover, improper scaling
coefficients of task vectors (M) can lead to insta-
bility, potentially degrading model performance or
causing catastrophic forgetting.
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A Appendix

A.1 Models Used in Experiments
A.1.1 Task Learning

We show more details of models used for task
learning when the model structure is Gemma-2-9b.
Base Model: gemma-2-9b?

Pre-Trained / Target Model: gemma-2-9b-it?
Fine-Tuned Models:

UA: gemma-2-9b-it-abliterated*

Math: gemma-2-9b-it-mathinstruct®

Code: gemma_coder_9b®

We show more details of models used for
task learning when the model structure is Llama-3-
8B.

Base Model: Meta-Llama-3-8B’

Zhttps://huggingface.co/google/gemma-2-9b
3https://huggingface.co/google/gemma-2-9b-it
*https://huggingface.co/llyaGusev/gemma-2-9b-it-
abliterated
>https://huggingface.co/kyungeun/gemma-2-9b-it-
mathinstruct
®https://huggingface.co/TeamDelta/gemma_coder_9b
"https://huggingface.co/meta-llama/Meta-Llama-3-8B
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Pre-Trained / Target Model: Meta-I.lama-3-8B-
Instruct®

Fine-Tuned Models:

UA: LLama-3-8b-Uncensored’

Math: MAmmoTH2-8B-Plus!’

Code: code-millenials-8b'!

A.1.2 Task Forgetting

We show more details of models used for task
forgetting.

Base Model: Meta-Llama-3-8B’

Pre-Trained Model: Meta-Llama-3-8B-Instruct®
Fine-Tuned Models: LLama-3-8b-Uncensored’
Target Models:
Traditional Chinese:
Chat-Alphal '?
German: Llama3-DiscoLeo-Instruct-8B-v0.1'3
Japanese: Llama-3-ELYZA-JP-8B'4

Russian: saiga_llama3_8b'">

Thai: llama-3-typhoon-v1.5-8b-instruct_8b'6

Llama3-TAIDE-LX-8B-

A.2 Results with Different Hyperparameters
on Gemma-2-9b

In this section, we show different hyperparameters
of DARE, TIES, and DARE+TIES across different
scaling coefficients on Gemma-2-9b. The results
explain why the hyperparameters we used in the
main text are the most effective for all baselines.

DARE. Table 8 follows the same settings as Ta-
ble 5 while demonstrating the performance with
varying drop rates. DARE achieves better results
when the drop rate is 0.3.

On the other hand, we also consider different val-
ues of scaling coefficients. Following the settings
of Table 6, in Table 9, we show the performance of
DARE with different drop rates and the coefficient
fixed at 1.0. Overall, compared with Table 6, we ob-
tain the best result for DARE when the drop rate is

8https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct
*https://huggingface.co/DevsDoCode/LLama-3-8b-
Uncensored
https://huggingface.co/TIGER-Lab/MAmmoTH2-8B-
Plus
"https://huggingface.co/budecosystem/code-millenials-
8b
Phttps://huggingface.co/taide/Llama3-TAIDE-LX-8B-
Chat-Alphal
Bhttps:/huggingface.co/DiscoResearch/Llama3-
DiscoLeo-Instruct-8B-v0.1
“https://huggingface.co/elyza/Llama-3-ELYZA-JP-8B
Bhttps://huggingface.co/llyaGusev/saiga_llama3_8b
1https://huggingface.co/scb10x/llama-3-typhoon-v1.5-
8b-instruct
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Merged
Tasks

Drop
Rate

Utility UA Math Code
WikiText-2(}) GPT-4(T) GSM8K(1) HumanEval(1)

0.3 10.0146 1.5909 0.8324
UA + Math 0.6 10.0979 1.6333 0.8241
0.9 10.5492 1.6242 0.8112 -

0.3 10.4055 - 0.8294 0.6341
Math + Code 0.6 10.4918 0.8393 0.6220
0.9 11.4782 - 0.7703 0.5671
0.3 10.8740 1.7061 - 0.4390
UA + Code 0.6 10.9795 1.6818 0.4634
0.9 11.3437 1.8303 - 0.5366
0.3 10.3804 1.6394 0.8294 0.6463
UA +Math + Code 0.6 10.4883 1.7091 0.8249 0.6280
0.9 11.6337 1.8636 0.7453 0.5305

Table 8: Results of task learning with DARE under
Gemma-2-9b. All scaling coefficients here are set as
0.5.

set to 0.3. This is why we choose these parameters
in Table 5 and 6.

Merged Drop Utility UA Math Code
Tasks Rate  WikiText-2({) GPT-4(1) GSMS8K(T) HumanEval(1)
0.3 10.8753 3.9424 0.7437
UA + Math 0.6 11.2912 3.8515 0.7036
0.9 15.3662 3.7636 0.4594 -
0.3 12.4347 - 0.7111 0.5305
Math + Code 0.6 13.2541 0.6626 0.4329
0.9 49.7530 - 0.0205 0.0183
0.3 12.1404 3.8394 - 0.3537
UA + Code 0.6 12.3582 3.7697 0.3354
0.9 16.0632 3.3121 - 0.3171
0.3 12.5596 3.6939 0.7005 0.5061
UA +Math + Code 0.6 13.5538 3.6061 0.6262 0.3902
09 61.5858 X 0.0091 0.0183

Table 9: Results of task learning with DARE under
Gemma-2-9b. All scaling coefficients here are set as
1.0. The cross sign indicates that the model can only
generate gibberish.

TIES. In Table 10, we follow the same settings
with Table 5, but show more results for different k&
of TIES. TIES obtain better utilities across different
combinations of task merging when k£ = 0.7.

Merged Ton & Utility UA Math Code
Tasks P WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(1)
0.5 10.0067 1.5394 0.8347
UA + Math 0.7 10.0167 1.5636 0.8385
0.9 10.0267 1.5788 0.8340 -
0.5 10.3486 - 0.8317 0.6707
Math + Code 0.7 10.3763 0.8279 0.6524
0.9 11.3946 - 0.8309 0.6524
0.5 10.8511 1.5455 - 0.4451
UA + Code 0.7 10.8583 1.5121 0.4329
0.9 10.8495 1.5455 - 0.4390
0.5 10.3727 1.6515 0.8264 0.6585
UA + Math + Code 0.7 10.3994 1.7939 0.8317 0.6585
0.9 10.4196 1.8636 0.8309 0.6463

Table 10: Results of task learning with TIES under
Gemma-2-9b. All scaling coefficients here are set as
0.5.

Apart from the hyperparameter of TIES, we also
take the scaling coefficient into account. Therefore,
Table 11 uses the same settings as Table 6, with
the only difference being the top k. In comparison
with Table 6, the results are better when £ is 0.7.
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Therefore, the proper hyperparameters of TIES are
setting k as 0.7.

Merged Top k Utility UA Math Code
Tasks P WikiText-2(}) GPT-4(1) GSM8K(1) HumanEval(1)
0.5 10.6077 3.3455 0.7635
UA + Math 0.7 10.7638 3.3606 0.7475
0.9 10.8087 3.5394 0.7362 -
0.5 11.9588 - 0.7460 0.5732
Math + Code 0.7 12.3455 0.7165 0.5366
0.9 12.5847 - 0.6892 0.5427
0.5 11.8724 3.4182 - 0.3049
UA + Code 0.7 11.9742 3.3545 0.2866
0.9 11.9892 3.4455 - 0.2927
0.5 12.1112 3.3848 0.7263 0.5732
UA +Math + Code 0.7 12.5602 3.5061 0.7104 0.5366
0.9 12.8162 3.5727 0.6907 0.5244

Table 11: Results of task learning with TIES under
Gemma-2-9b. All scaling coefficients here are set as
1.0.

DARE + TIES. Here, we show more different
hyperparameter combinations of DARE+TIES with
the scaling coefficient set to 0.5 in Table 12. Across
different tasks, the results with (p, k) = (0.1, 0.9)
outperform other settings. These are the parameters
we use in the main text as well.

A.3 Results with Different Hyperparameters
on Llama-3-8B

In this section, we present various hyperparameters
for DARE, TIES, and DARE+TIES on Llama-3-8B.
The results demonstrate why the hyperparameters
chosen in the main text are the most optimal across
all baselines.

DARE. In the main text, we show the results of
DARE when the drop rate is 0.3 and the scaling co-
efficient is 0.5 on the Llama-3-8B model. Table 13
presents additional results of DARE using different
drop rate settings. However, Table 13 demonstrates
that DARE can get the best result when the drop
rate is set as 0.3.

TIES. Fixing the scaling coefficient at 0.5, we
conduct more experiments of TIES on Llama-3-8B
for different values of k, and results are shown in
Table 14. Most of results with & = 7 surpass the
other values of k.

DARE+TIES. We run more experiments of
DARE+TIES on Llama-3-8B to show the impacts
of different combinations of the drop rate and top k.
Table 15 shows the results, with (p, k) = (0.1, 0.9)
achieving the best performance in most cases. This
indicates that the parameters we use in the main
text are the most favorable for this method.
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Merged Drop Rate p Utility UA Math Code
Tasks /Top k. WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(T)
0.7/0.3 10.1749 1.6000 0.8127
UA + Math 0.4/0.6 10.0813 1.5545 0.8332
0.1/0.9 10.0461 1.5818 0.8302 -
0.7/0.3 10.7264 - 0.8173 0.6341
Math + Code 04/0.6 10.4415 - 0.8294 0.6524
0.1/0.9 10.4208 - 0.8287 0.6341
0.7/0.3 10.9549 1.6091 - 0.4329
UA + Code 0.4/0.6 10.8592 1.6030 - 0.4512
0.1/0.9 10.8553 1.6121 - 0.4512
0.7/0.3 10.7478 1.7333 0.8089 0.6280
UA + Math + Code  0.4/0.6 10.4725 1.7727 0.8279 0.6646
0.1/0.9 10.4147 1.8091 0.8309 0.6524

Table 12: Results of task learning with DARE + TIES
under Gemma-2-9b. All scaling coefficients here are set
as 0.5.

Merged Drop Utility UA Math Code
Tasks Rate  WikiText-2(}) GPT-4(7) GSMS8K(1) HumanEval(1)
0.3 9.0559 3.5606 0.8074
UA + Math 0.6 9.2150 3.6576 0.7900
0.9 10.3136 3.3394 0.7195 -
0.3 10.1674 - 0.6558 0.3415
Math + Code 0.6 10.5052 0.6626 0.2195
0.9 14.0010 - 0.4814 0.1707
0.3 10.4840 3.7273 - 0.2256
UA + Code 0.6 10.6566 3.6303 0.1463
0.9 11.6871 3.7939 - 0.1646
0.3 10.0415 3.8000 0.6732 0.3171
UA + Math + Code 0.6 10.2933 3.5061 0.6467 0.2866
0.9 13.3988 3.9152 0.4723 0.1159

Table 13: Results of task learning with DARE under
Llama-3-8B. All scaling coefficients here are set as 0.5.

Merged Ton k Utility UA Math Code
Tasks P WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(1)
0.5 9.1528 3.3788 0.8036
UA + Math 0.7 9.0490 3.4909 0.8089
0.9 9.0009 3.6636 0.7983 -
0.5 10.0103 - 0.6914 0.3293
Math + Code 0.7 10.1618 0.6831 0.3354
0.9 10.2093 - 0.6732 0.3232
0.5 10.2491 3.5667 - 0.2256
UA + Code 0.7 10.4020 3.6818 0.1646
0.9 10.5076 3.6727 - 0.1707
0.5 9.9066 3.5030 0.6793 0.3171
UA + Math + Code 0.7 10.0566 3.5697 0.6694 0.2622
0.9 10.1106 3.5818 0.6535 0.3171

Table 14: Results of task learning with TIES under
Llama-3-8B. All scaling coefficients here are set as 0.5.

Merged Drop Rate p Utility UA Math Code
Tasks /Top k. WikiText-2(]) GPT-4(1) GSM8K(1) HumanEval(T)
0.7/0.3 9.3173 3.7091 0.7983
UA + Math 0.4/0.6 9.0607 3.5471 0.7945
0.1/0.9 9.0055 3.5515 0.7923 -
0.7/0.3 10.8194 - 0.6391 0.2683
Math + Code 04/0.6 10.3354 - 0.6520 0.3293
0.1/0.9 10.2170 - 0.6778 0.2927
0.7/0.3 10.8128 3.6030 - 0.0976
UA + Code 0.4/0.6 10.5554 3.7242 - 0.2256
0.1/0.9 10.5172 3.6606 - 0.1951
0.7/0.3 10.7319 3.8182 0.6224 0.3232
UA + Math + Code  0.4/0.6 10.2063 3.6303 0.6535 0.3293
0.1/0.9 10.1180 3.6727 0.6634 0.3537

Table 15: Results of task learning with DARE + TIES
under Llama-3-8B. All scaling coefficients here are set
as 0.5.



