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Abstract001

Large Language Models (LLMs) have demon-002
strated impressive performances in tasks related003
to coreference resolution. However, previous004
studies mostly assessed LLM performance on005
coreference resolution with nouns and third per-006
son pronouns. This study evaluates LLM per-007
formance on coreference resolution with indexi-008
cals like I, you, here and tomorrow, which come009
with unique challenges due to their linguistic010
properties. We present the first study examin-011
ing how LLMs interpret indexicals in English,012
releasing the English Indexical Dataset with013
1600 multiple-choice questions. We evaluate014
pioneering LLMs, including GPT-4o, Claude015
3.5 Sonnet, Gemini 1.5 Pro, and DeepSeek V3.016
Our results reveal that LLMs exhibit an im-017
pressive performance with some indexicals (I),018
while struggling with others (you, here, tomor-019
row), and that syntactic cues (e.g. quotation)020
contribute to LLM performance with some in-021
dexicals, while they reduce performance with022
others.023

1 Introduction024

Large Language Models (LLMs) have demon-025

strated remarkable capabilities in zero-shot and026

few-shot learning, excelling across a wide array027

of tasks such as machine translation, text summa-028

rization, and question answering (OpenAI, 2024;029

Ye et al., 2023; Bakman et al., 2024; Yaldiz et al.,030

2024). Their versatility has led to widespread ap-031

plications in diverse domains, including education,032

law, and medicine.033

As the use of LLMs continues to expand, un-034

derstanding their underlying behaviors has become035

increasingly important. Recent studies have eval-036

uated the performance of large language models037

on linguistic tasks such as coreference resolution038

(Gan et al., 2024; Le and Ritter, 2023; Brown et al.,039

2020; Yang et al., 2022; Agrawal et al., 2022).040

Previous work on coreference resolution mostly041

focused on how coreference is established between042

two third person entities such as proper names (e.g. 043

Andy, the mechanic) and third person pronouns 044

(e.g. he, himself, him) in English and other lan- 045

guages (e.g. Yang et al., 2022; Yang, 2025). In this 046

study, we investigate how LLMs establish coref- 047

erence with indexical elements (e.g. I, you, here), 048

which differ from third person nouns/pronouns in 049

substantial ways and bring unique challenges for 050

LLMs (see Figure 1 as an example). We investigate 051

how state-of-the-art LLMs interpret the indexical 052

elements I, you, here and tomorrow in English sen- 053

tences, and whether context or grammatical con- 054

straints influence their decisions. To the best of our 055

knowledge, this is the first study examining LLMs’ 056

handling of indexical elements in English. Our key 057

contributions are as follows: 058

• We introduce the English Indexical Dataset, 059

comprising 400 interpretation samples for 060

each indexical element—I, you, here, tomor- 061

row—totaling 1,600 instances. 062
• We evaluate the performance of four frontier 063

LLMs—GPT-4o, Claude 3.5 Sonnet, Gemini 064

1.5 Pro, and DeepSeek-V3—on the interpreta- 065

tion of indexical elements in English. 066
• We show that LLM performances are not uni- 067

form across different types of indexical ele- 068

ments: indexical I is successfully interpreted 069

by most LLMs, other indexicals like you, here 070

and tomorrow lead to poor performances. 071
• We show that quotation affects LLMs perfor- 072

mances differently: quotation reduces LLMs’ 073

accuracies with tomorrow, but it increases ac- 074

curacies with here. 075

2 Indexical elements 076

Indexical pronominals like I, you, here and now are 077

used to refer to referents of the speech-act coordi- 078

nates (e.g. Kaplan, 1977; Schlenker, 2003). For in- 079

stance, I refers to author (speaker) of the utterance, 080

while here refers to the location where the utter- 081

ance was made. Thus, a sentence like (1) means 082
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Figure 1: An example for LLM misinterpretation of coreference with indexical element ‘here’.

different things if uttered by different people and/or083

in different places. If John utters (1-a) in Los An-084

geles, it means that John was born in Los Angeles,085

but if Mary utters the same sentence in New York it086

means that Mary was born in New York.087

(1) a. I was born here.088

b. Andrew said that I went to Buckhead.089

090 Indexicals are interpreted inside the context of utter-091

ance, referring to the actual speech-act coordinates092

like the author or the location of the actual utter-093

ance. As a result, if (1-b) is uttered by John, the094

indexical I can only be interpreted as referring to095

John as the speaker, leading to a reading like ‘An-096

drew said that John went to Buckhead’. Crucially,097

even though Andrew’s speech/claim is reported in098

(1-b), the indexical I cannot refer to Andrew.099

Direct quotation is an exception to this gener-100

alization, where reported material is interpreted101

as verbatim utterance/thoughts of its owner. Thus,102

when indexicals appear inside direct quotation, they103

are interpreted inside the reported context, rather104

than the actual context of utterance. In other words,105

direct quotation ‘shifts’ the interpretations of index-106

icals into the reported context. For example, I and107

here in (2) appear inside direct quotation, where108

Andrew’s speech is reported.109

(2) While we were in Atlanta, Andrew said “I110

was born here.”111

Regardless of who utters (2), the sentence means112

that Andrew was born in Atlanta, so both I and113

here are ‘shifted’ into the reported context, where114

Andrew is the speaker and Atlanta is the location1115

Indexicals differ from other pronominals in sub-116

stantial ways. First, though syntactic and semantic117

factors can affect how a pronoun is interpreted (e.g.118

subject bias), pronouns are typically ambiguous119

regarding what/who they refer to. For example, the120

third person pronoun he in (3) is most naturally121

interpreted as referring to the subject John (for syn-122

tactic or contextual reasons), but the object Bill is123

still a possible antecedent, causing ambiguity be-124

tween two different readings (e.g. Crawley et al.,125

1Some languages (not English) allow indexical elements
to ‘shift’ without quotation. See Deal (2020) for an overview.

1990; Stewart and Pickering, 1998; Pickering and 126

Majid, 2007). In addition, he can refer to any con- 127

textually salient person that is not mentioned in the 128

sentence (e.g. Peter), which makes pronouns even 129

more ambiguous and context-dependent. 130

(3) John hit Bill and he ran away. 131

As a result, semantic/contextual information plays 132

a crucial role in how pronouns are interpreted, and 133

speakers use those cues to establish coreference 134

resolution with pronouns. For instance, if (4) is 135

uttered in a context where John is a supportive and 136

humble coworker, the most natural interpretation is 137

that John suggests that Bill should get promoted (he 138

= Bill). However, if John is arrogant and jealous, 139

the most natural interpretation is that John suggests 140

that John should get promoted (he = John). 141

(4) John told Bill that he should get promoted. 142

Indexicals, on the other hand, unambiguously refer 143

to the referents of the speech-act coordinates. For 144

example, I in (5) refers to the speaker regardless of 145

what we know about John or Bill. I refers to the 146

speaker even if John and/or Bill are arrogant and 147

jealous, so contextual information like this should 148

be disregarded while interpreteting indexicals. 149

(5) John told Bill that I should get a promotion. 150

151
In summary, indexicals are restricted by different 152

syntactic factors than pronouns (e.g. quotation 153

vs non-quotation) and are typically unambiguous, 154

while pronouns are free to refer to a wide range of 155

entities. Thus, indexical elements create a unique 156

challenge for LLMs, requiring to ‘disregard’ se- 157

mantic/contextual cues that might prime interpreta- 158

tions through other antecedents (unlike pronouns). 159

3 Experimental design 160

3.1 Dataset 161

We curated a dataset specifically designed to test 162

how LLMs interpret indexical elements like I, 163

you, here, and tomorrow in different contexts 164

of utterance. Specifically, we assess how these 165

models interpret indexicals in ‘shifted’ context 166

prime—where context more naturally requires the 167
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indexical should be interpreted inside reported con-168

text (e.g. Peter is one of the most arrogant stu-169

dents in my classroom. ... Peter says that I am170

smart.) vs ’non-shifted’ context prime—where con-171

text more naturally requires the indexical should be172

interpreted inside actual speech context (e.g. Peter173

is very kind and supportive. ... Peter says that I174

am smart.). We also included direct quotations in175

both contexts (e.g., Peter says, “I am smart”) to ex-176

amine if LLMs can successfully consider syntactic177

factors (quotation vs regular sentences) while ignor-178

ing misleading information from the context during179

coreference resolution with indexical elements.180

For each type of indexical, we design 100 sen-181

tences and for each sentence we apply the four182

different transformations explained above. Overall,183

we have 400 samples per indexical, compromising184

a total dataset of size 1600.185

We utilize GPT-4o to curate the dataset, by giv-186

ing a detailed description of the task along with187

some in-context examples. Then it is asked to gen-188

erate scenarios with a stimulus sentence in two dif-189

ferent contexts (See Appendix B.1 for the prompts190

used), along with specific questions addressing the191

referent of the indexical in each sentence. An ex-192

pert linguist randomly reviewed 100 samples, as-193

sessing the coherence and correctness of scenarios194

and questions, and confirmed the quality and con-195

sistency of the dataset.196

To eliminate potential gender bias, each dataset197

sample exclusively uses either male or female198

names, alternating to ensure a balanced distribution199

with 50% of the samples containing female names200

and 50% male names. This method promotes gen-201

der neutrality across the dataset. Sample details202

are in Appendix B.2, and the complete dataset is203

available in the supplementary materials.204

3.2 Models205

In our evaluation, we utilize four recent state-of-206

the-art LLMs: GPT-4o (OpenAI, 2024), Claude 3.5207

Sonnet (Anthropic), Gemini 1.5 Pro (Team, 2024),208

and DeepSeek-V3 (DeepSeek-AI, 2024). This se-209

lection of diverse models provides a comprehensive210

evaluation of LLM performance with indexicals.211

3.3 Evaluation Strategy212

To assess the performance of the model, we specifi-213

cally prompt it to answer questions designed to test214

its capabilities as described in Section 3.1. Addi-215

tionally, to ensure focused responses, we restrict216

the model’s answers to one of two predefined op-217

tions: the ‘shifted’ option and the ‘non-shifted’ 218

option. We provide the prompt in Appendix C.1. 219

3.4 Metrics. 220

We assess model accuracy across four cases for 221

each indexical: (i) Non-quoted sentences with 222

shifted context prime, (ii) Non-quoted with non- 223

shifted prime, (iii) Quoted with shifted prime, and 224

(iv) Quoted with non-shifted prime. Optimal perfor- 225

mance would be achieved by always selecting the 226

‘shifted’ option in quoted conditions and selecting 227

the ‘non-shifted’ option in non-quoted conditions. 228

4 Experimental Results 229

We present the experimental results in Figure 2 and 230

we discuss them in detail for each indexical type: 231

Indexical I. The results show that all four models 232

perform near optimum in sentences without quo- 233

tation with an average accuracy of %99 (always 234

correctly selecting the non-shifted option). For the 235

quoted sentences GPT-4o and Gemini 1.5 pro again 236

perform almost optimum with a mean accuracy 237

larger than 94%, followed by Claude 3.5 Sonnet 238

with 89% mean accuracy (correctly selecting the 239

shifted option). However, DeepSeek V3 fails to al- 240

ways select the shifted option on quoted sentences. 241

Especially, the model performance drops signif- 242

icantly to 17% when context primes non-shifted 243

readings, suggesting that inclusion of quotation 244

makes the model more sensitive to the linguisti- 245

cally irrelevant effects of context prime. Moreover, 246

considering that the model performs only reaches 247

78% accuracy in quotation conditions seems to im- 248

ply that the model might have a bias towards the 249

non-shifted reading overall, reducing model perfor- 250

mance in quotation conditions. 251

Indexical you. The results indicate that LLMs 252

generally perform worse with the indexical you 253

than with I. We see similar patterns across mod- 254

els, suggesting they perform mostly at similar lev- 255

els. All models are sensitive to the effects of con- 256

text prime, performing lower when the context 257

primes the incorrect option (i.e. shifted reading 258

in non-quotation and non-shifted reading in quo- 259

tation). Moreover, quotation consistently result in 260

lower performance across models. Notably, Gem- 261

ini 1.5 Pro excels in non-quotation accuracy (92%), 262

though its performance drops significantly under 263

quotation conditions to the levels of other models. 264

Overall, the results suggest that models interpret 265
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Figure 2: From left to right: Performance analysis plot of for the indexical ‘I’, Performance analysis plot of for the
indexical ‘you’, Performance analysis plot of for the indexical ‘here’, Performance analysis plot of for the indexical
‘tomorrow’. Dark blue bars = Shifted context prime, Light blue bars = Non-shifted context prime.

you based on the linguistically irrelevant context266

prime rather than the sentence type, which indeed267

determines the correct readings of the indexicals.268

Indexical here. The results show that LLMs, sim-269

ilar to you, struggle to interpret the indexical here,270

especially when context primes the incorrect op-271

tion, leading to poor performance. However, dif-272

ferent from you, quotation leads to higher perfor-273

mance with here. In non-quotation conditions, all274

LLMs make their selections almost exclusively275

based on context prime, with shifted primes show-276

ing over 96% accuracy and non-shifted primes less277

than 2%, where context prime ideally should not278

have any effects on the selection. In contrast, under279

quotation conditions, the influence of context prime280

diminishes, leading to higher performances. Par-281

ticularly, DeepSeek V3 and Gemini 1.5 pro exhibit282

impressive performance with accuracies above 97%283

and 94%, respectively, followed by Gemini 1.5 Pro284

and GPT-4o, with accuracies above 64% and 37%.285

Indexical tomorrow. The results indicate that286

LLMs have a strong bias towards the non-shifted287

interpretations of tomorrow. We see that the mod-288

els almost always select the non-shifted option for289

trials with tomorrow, regardless of context prime or290

sentence type. While Claude 3.5 Sonnet and Gem-291

ini 1.5 pro selects the non-shifted options 100% of292

the time, GPT-4o and DeepSeek V3 select the non-293

shifted option 94% and 83% of the time, respec-294

tively. This strong bias leads to illusory high accu-295

racies in non-quotation conditions, while causes ex-296

tremely low performance in quotation conditions.297

5 Discussion and Conclusion298

Our results show that LLM performances are not299

uniform across different types of indexical ele-300

ments and sentence types. While most LLMs301

perform at impressive levels interpreting the in-302

dexical I, their performances drop significantly in303

other indexicals, particularly in here and tomorrow. 304

Moreover, though sentence type (quotation vs non- 305

quotation) affects LLMs performances in general, 306

the effects are not similar across different indexi- 307

cal types and models. While quotation increases 308

LLMs’ performance with here, it decreases their 309

performance with the you and tomorrow. In addi- 310

tion, tomorrow seems to be affected by quotation 311

in a larger magnitude than you. In conclusion, we 312

find that different types of indexicals show unique 313

patterns and behave differently regarding how they 314

are interpreted by the LLMs. 315

Our results diverge from those reported in Oğuz 316

et al. (2024), who tested how first person index- 317

ical in Turkish ben ‘I’ was interpreted by differ- 318

ent LLMs, including GPT-4o and show that LLMs 319

exhibit very poor performance interpreting ben 320

‘I’. Here, we report that LLMs perform at an al- 321

most human-like level. This might be due to lower 322

amounts of available resources to train the models 323

in Turkish, compared to English. Another reason 324

for low performance in Turkish could be due to the 325

fact that Turkish is a pro-drop language, meaning 326

that the subject pronouns can be dropped (silent). 327

Oğuz et al. (2024) used sentences where the first 328

person indexical ben ‘I’ was dropped, which might 329

have made the task more challenging for the LLMs 330

considering that dropped indexicals can show dif- 331

ferent properties than overt ones (Oğuz et al., 2020). 332

This linguistic difference between Turkish and En- 333

glish might have caused different results between 334

the Turkish and English tests. 335

6 Limitations 336

Our work explores how LLMs interpret indexical 337

elements in a black-box setting but does not pro- 338

vide experimental analyses that investigate the un- 339

derlying reasons for these behaviors by examining 340

the models’ internals or training data. Future re- 341

search could adopt a white-box approach to analyze 342

4



these behaviors in greater depth, offering valuable343

insights into the mechanisms driving LLMs’ inter-344

pretation of indexicals.345
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A Related Work442

Coreference resolution has been extensively stud-443

ied in prior research (Gan et al., 2024; Le and Rit-444

ter, 2023; Brown et al., 2020; Yang et al., 2022;445

Agrawal et al., 2022). However, indexical elements446

exhibit distinct syntactic properties compared to447

other (non-indexical) pronominals, as discussed in448

Section 2. Previous work by Oğuz et al. (2024)449

explored how LLMs interpret indexicals in Turk-450

ish, where indexicals possess different grammatical451

properties than in English and can shift without452

quotation. To the best of our knowledge, this study453

is the first to evaluate the performance of LLMs in454

interpreting indexicals in English.455

B Dataset Details456

B.1 Dataset Generation Prompts457

We provide the prompts used for data generation in458

Tables 1, 2, 3, and 4. The prompts used for question459

generation per scenario is presented in Tables 5, 6,460

7, and 8.461

B.2 Samples From the Dataset462

We provide samples from the dataset for each in-463

dexical element we investigate in Tables 9, 10, 11,464

and 12.465

C Experimental Details466

C.1 Prompt Used in Evaluation467

The prompt we employ for the evaluation is as468

follows:469

Read the following passage carefully470

and answer the question at the end:471

{stimuli}472

{question}473

Please provide your answer as: either474

{option1} or {option2}. Do not include475

any additional explanation or text.476
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I would like you to help me create a stimulus for my project. The stimuli will be English sentences. For
each sentence, there will be two types of context description. One context description will prime the
actual meaning of the sentence, but the other description will prime an incorrect reading of the sentence
(like a misinterpretation). I want you to follow a structure while creating sentences and contexts. You can
find more details below:

Details for stimulus sentences: Each stimulus sentence will have a structure like "While John was speaking
to Travis, he said that Chris appreciates you a lot." Please make sure to use the names John, Travis, and
Chris. Make sure that Chris is the subject of the embedded clause, and make sure that the sentence begins
as “While John was speaking to Travis. . . ” Please use different embedded verbs. For example, rather than
appreciates you a lot, you can use saw you at the market, etc. But the action should be done by Chris, and
the object should be "you".

Details about the context descriptions: The contexts will prime how "you" in the stimulus is interpreted.
To manipulate this, I will give contexts in which "you" would refer to my addressee, which is you. But,
to prime the incorrect interpretation, I will give contexts that would naturally follow if "you" referred to
John’s addressee. However, since “you” means the current addressee, this will be a misinterpretation. For
example, a correct reading prime would be like "Hi! I am Andrew. I will call you Donald. I am a graduate
student and I live in Los Angeles. I have two friends named John and Chris. Chris asked for help from
you a few times in the past, and you always helped him." This context makes it sound like Chris would
appreciate you for all your help, and thus it would not be surprising if Chris appreciated you (Donald).
However, in the incorrect interpretation prime, I will use a context like "Hi! I am Andrew. I will call you
Donald. I am a graduate student and I live in Los Angeles. I have two friends named John and Chris.
Chris asked for help from Travis a few times in the past, and Travis always helped him." In this context, it
would be more natural if Chris appreciated Travis, who helped him, instead of you (Donald), and thus
would be natural if "you" in the sentence was interpreted as referring to Travis (though “you” should
refer to my addressee, which is you (Donald)). This would create the incorrect misinterpretation. Please
make sure to keep the person names constant. Also, make sure that the context starts exactly as “Hi! I am
Andrew. I will call you Donald. I am a graduate student and I live in Los Angeles.”

These are some examples you generated before: {previous_generations}. Use these examples as inspira-
tion to spark creativity. Provide one new stimulus sentence, along with a corresponding correct prime
context and an incorrect prime context, in the following format:
stimulus_sentence: stimulus stimulus sentence
correct_context: correct prime context sentence
wrong_context: incorrect prime context sentence

Table 1: Prompt used to generate dataset samples for indexical ‘you’.
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I would like you to help me create a stimulus for my project. The stimuli will be English sentences. For
each sentence, there will be two types of context description. One context description will prime the
actual meaning of the sentence, but the other description will prime an incorrect reading of the sentence
(like a misinterpretation). I want you to follow a structure while creating sentences and contexts. You can
find more details below:

Details for stimulus sentences: Each stimulus sentence will have a structure like "When we spoke last
summer, John said that Chris was going to go to Greece tomorrow." Please make sure to use the names
John, and Chris. Make sure that Chris is the subject of the embedded clause. Please use different embedded
verbs. For instance, rather than go to Greece, you can use have a visa appointment, etc. But the action
should be done "tomorrow".

Details about the context descriptions: The contexts will prime how "tomorrow" in the stimulus is
interpreted. To manipulate this, I will give contexts in which "tomorrow" would refer to the day after the
actual (matrix) sentence is uttered. But, to prime the incorrect interpretation, I will give contexts that
would naturally follow if "tomorrow" referred to the day after John spoke. However, since “tomorrow”
means the day after the current day, this will be a misinterpretation. For example, a correct reading prime
would be like "Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have two friends
named John and Chris. Chris is very careful about planning everything, and always plans his stuff ahead
of time." This context makes it sound like Chris would plan his trip to Greece ahead of time, and thus it
would not be surprising if John said last summer that Chris was going to have a trip tomorrow. However,
in the incorrect interpretation prime, I will use a context like "Hi! I am Andrew. I am a graduate student
and I live in Los Angeles. I have two friends named John and Chris. Chris is very lazy and never plans his
stuff until the last moment." In this context, it would be more natural if Chris was going to go to Greece
last summer, the day after John spoke to me, instead of the day after today, and thus would be natural if
"tomorrow" in the sentence was interpreted as the day after John spoke to me (though “tomorrow” should
refer to the day after today). This would create the incorrect misinterpretation. Please make sure to keep
the person names constant. Also, make sure that the context starts exactly as “Hi! I am Andrew. I am a
graduate student and I live in Los Angeles.”

These are some examples you generated before: {previous_generations}. Use these examples as inspira-
tion to spark creativity. Provide one new stimulus sentence, along with a corresponding correct prime
context and an incorrect prime context, in the following format:
stimulus_sentence: stimulus stimulus sentence
correct_context: correct prime context sentence
wrong_context: incorrect prime context sentence

Table 2: Prompt used to generate dataset samples for indexical ‘tomorrow’.
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I would like you to help me create a stimulus for my project. The stimuli will be English sentences. For
each sentence, there will be two types of context description. One context description will prime the
actual meaning of the sentence, but the other description will prime an incorrect reading of the sentence
(like a misinterpretation). I want you to follow a structure while creating sentences and contexts. You can
find more details below:

Details for stimulus sentences: Each stimulus sentence will have a structure like "Chris thinks that I will
win the race." Please make sure to use the name Chris as the matrix subject, and “I” as the embedded
subject subject. Please use different embedded verbs. For example, rather than win the race, you can use
study hard, etc. But the action should be done by "I".

Details about the context descriptions: The contexts will prime who "I" in the stimulus refers to. To
manipulate this, I will give contexts in which "I" would refer to the speaker. But, to prime the incorrect
interpretation, I will give contexts that would naturally follow if "I" referred to Chris. However, since
Chris is not the speaker, this will lead to an incorrect interpretation.
For example, a correct reading prime would be like "Hi! I am Andrew. I am a graduate student and I live
in Los Angeles. I have a friend named Chris. Chris is a supportive friend, and has always trusted in my
abilities. There is a race next week." This context makes it sound like Chris would support the speaker in
a race, and predict that the speaker would win the race. However, in the incorrect interpretation prime,
I will use a context like "Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have a
friend named Chris. Chris is usually very competitive, and has bullied other people in front of me. There
is a race next week.." In this context, it would be more natural if Chris thought that he would win the
race, instead of the speaker Andrew, and thus would be natural if "I" in the sentence referred to Chris
(though “I” should refer to the speaker Andrew). This would create the incorrect misinterpretation. Please
make sure to keep the person names constant. Also, make sure that the context starts exactly as “Hi! I am
Andrew. I am a graduate student and I live in Los Angeles."

These are some examples you generated before: {previous_generations}. Use these examples as inspira-
tion to spark creativity. Provide one new stimulus sentence, along with a corresponding correct prime
context and an incorrect prime context, in the following format:
stimulus_sentence: stimulus stimulus sentence
correct_context: correct prime context sentence
wrong_context: incorrect prime context sentence

Table 3: Prompt used to generate dataset samples for indexical ‘I’.
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I would like you to help me create a stimulus for my project. The stimuli will be English sentences. For
each sentence, there will be two types of context description. One context description will prime the
actual meaning of the sentence, but the other description will prime an incorrect reading of the sentence
(like a misinterpretation). I want you to follow a structure while creating sentences and contexts. You can
find more details below:

Details for stimulus sentences: Each stimulus sentence will have a structure like "When I was in New
York with John, he said that Chris wanted to explore here." Please make sure to use the city name New
York for the sentence, and the names John and Chris. John will always be the person who says something
that Chris will do. In each sentence, Chris will be the person who is doing something "here". Please use
different verbs. For example, rather than explore here, you can use attend a conference here, etc.. Use
various verbs. But the action should be done "here".

Details about the context descriptions: The contexts will prime where "here" in the stimulus refers to. To
manipulate this, I will give contexts in which "here" would refer to Los Angeles, where the author/speaker
of the sentence is located. But, to prime the incorrect interpretation, I will give contexts that would
naturally follow if "here" referred to New York. However, since the speaker is not in New York, this will
lead to an incorrect interpretation.
For example, a correct reading prime would be like "Hi! I am Andrew. I am a graduate student and I
am studying in a cafe in Los Angeles. I have two friends named John and Chris. They love exploring
new cities, and surprisingly they did not spend much time in Los Angeles." This context makes it sound
like John and Chris would like to come to Los Angeles to explore around, and thus the "explore around
here" in the stimulus sentence would be naturally understood as Los Angeles. However, in the incorrect
interpretation prime, I will use a context like "Hi! I am Andrew. I am a graduate student and I am studying
in a cafe in Los Angeles. I have two friends named John and Chris. They love exploring new cities, and
surprisingly they did not spend much time in New York." In this context, it would be more natural if John
and Chris would like to go to New York, and thus would be natural if "explore around here" would be
exploring around New York (though here should refer to the place where the speaker Andrew is, which is
Los Angeles). This would create the incorrect misinterpretation. Please make sure to keep the person
names and city names constant.
Also, make sure that the context starts exactly as “Hi! I am Andrew. I am a graduate student and I am
studying in a cafe in Los Angeles.”.

These are some examples you generated before: {previous_generations}. Use these examples as inspira-
tion to spark creativity. Provide one new stimulus sentence, along with a corresponding correct prime
context and an incorrect prime context, in the following format:
stimulus_sentence: stimulus stimulus sentence
correct_context: correct prime context sentence
wrong_context: incorrect prime context sentence

Table 4: Prompt used to generate dataset samples for indexical ‘here’.
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I would like you to help me create questions to the sentences I will give you for my project. The question
will be English sentences. The goal is to create a question that will prime the correct interpretation of the
indexical in the sentence.

Here are examples:

Sentences:
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have a friend named Chris. Chris
knows how dedicated I am to my studies and always encourages me to do my best. The final exams are
coming up next week. Chris thinks that I will get good grades on the final exams.
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have a friend named Chris. Chris
usually outperforms everyone in our classes and often brags about it. The final exams are coming up next
week. Chris thinks that I will get good grades on the final exams.

Question: According to the last sencence, who will get good grades on the final exams?

Sentences:
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have a friend named Chris. Chris
believes in my ability to communicate effectively and often praises my public speaking skills. There is an
important conference coming up soon. Chris thinks that I will give a great presentation at the conference.
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have a friend named Chris. Chris is
known for his exceptional presentation skills and often receives awards for them. There is an important
conference coming up soon. Chris thinks that I will give a great presentation at the conference.

Question: According to the last sencence, who will give a great presentation at the conference?

Now, for the following sentences, you should create a question whose answer can only be either Chris
or Andrew. The question should be designed to prime the correct interpretation of the indexical in the
sentence. Provide only the question and always start with "According to the last sentence, who"

Sentences:
{sentences}

Question:

Table 5: Prompt used to generate question for samples containing indexical ‘I’.
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I would like you to help me create questions to the sentences I will give you for my project. The question
will be English sentences. The goal is to create a question that will prime the correct interpretation of the
indexical in the sentence.

Here are examples:

Sentences:
Hi! I am Andrew. I will call you Donald. I am a graduate student and I live in Los Angeles. I have two
friends named John and Chris. You and Chris attended the same conference last month, and you even had
a conversation there. While John was speaking to Travis, he said that Chris saw you at the conference.
Hi! I am Andrew. I will call you Donald. I am a graduate student and I live in Los Angeles. I have two
friends named John and Chris. Travis and Chris attended the same conference last month, and they even
had a conversation there. While John was speaking to Travis, he said that Chris saw you at the conference.

Question: According to the last sentence, who did John say that Chris saw at the conference?

Sentences:
Hi! I am Andrew. I will call you Donald. I am a graduate student and I live in Los Angeles. I have two
friends named John and Chris. You and Chris are both art enthusiasts and attended the same art gallery
event last weekend, where you ran into each other. While John was speaking to Travis, he said that Chris
noticed you at the art gallery.
Hi! I am Andrew. I will call you Donald. I am a graduate student and I live in Los Angeles. I have two
friends named John and Chris. Travis and Chris are both art enthusiasts and attended the same art gallery
event last weekend, where they ran into each other. While John was speaking to Travis, he said that Chris
noticed you at the art gallery.

Question: According to the last sentence, who did John say that Chris noticed at the art gallery?

Now, for the following sentences, you should create a question whose answer can only be either Travis
or Donald. The question should be designed to prime the correct interpretation of the indexical in the
sentence. Provide only the question and always start with "According to the last sentence, who did John
say that Chris"

Sentences:
{sentences}

Question:

Table 6: Prompt used to generate question for samples containing indexical ‘you’.
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I would like you to help me create questions to the sentences I will give you for my project. The question
will be English sentences. The goal is to create a question that will prime the correct interpretation of the
indexical in the sentence.

Here are examples:

Sentences:
Hi! I am Andrew. I am a graduate student and I am studying in a cafe in Los Angeles. I have two friends
named John and Chris. They are both academics who love to participate in international conferences.
Recently, I’ve been telling them about the exciting academic events happening right here in Los Angeles.
When I was in New York with John, he said that Chris wanted to attend a conference here.
Hi! I am Andrew. I am a graduate student and I am studying in a cafe in Los Angeles. I have two friends
named John and Chris. They are both academics who love to participate in international conferences.
Recently, they realized they haven’t attended many conferences in New York, which is quite surprising
given their love for the city. When I was in New York with John, he said that Chris wanted to attend a
conference here.

Question: According to the last sentence, where does Chris want to attend a conference?

Sentences:
Hi! I am Andrew. I am a graduate student and I am studying in a cafe in Los Angeles. I have two friends
named John and Chris. They both have a deep appreciation for art, and recently I’ve been telling them
about the vibrant art scene here in Los Angeles that offers great opportunities for new gallery openings.
When I was in New York with John, he said that Chris wanted to open an art gallery here.
Hi! I am Andrew. I am a graduate student and I am studying in a cafe in Los Angeles. I have two friends
named John and Chris. They both have a deep appreciation for art, and recently they realized they haven’t
opened a gallery in New York yet, despite its renowned art scene, which is surprising given their passion.
When I was in New York with John, he said that Chris wanted to open an art gallery here.

Question: According to the last sentence, where does Chris want to open an art gallery?

Now, for the following sentences, you should create a question whose answer can only be either Los
Angeles or New York. The question should be designed to prime the correct interpretation of the indexical
in the sentence. Provide only the question and always start with "According to the last sentence, where
does Chris want to".

Sentences:
{sentences}

Question:

Table 7: Prompt used to generate question for samples containing indexical ‘here’.
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I would like you to help me create questions to the sentences I will give you for my project. The question
will be English sentences. The goal is to create a question that will prime the correct interpretation of the
indexical in the sentence.

Here are examples:

Sentences:
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have two friends named John and
Chris. Chris is meticulous about arranging all his necessary documentation well in advance and likes
having everything sorted before deadlines approach. When we spoke last summer, John mentioned that
Chris would be having his visa appointment tomorrow.
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have two friends named John and
Chris. Chris is quite disorganized and often waits until the last possible moment to schedule important
tasks such as visa appointments. When we spoke last summer, John mentioned that Chris would be having
his visa appointment tomorrow.

Question: According to the last sentence, did Chris already have his visa appointment, or is he going to
do so in the future?

Sentences:
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have two friends named John and
Chris. Chris is very disciplined and likes to plan his activities ahead of time. When we spoke last summer,
John told me that Chris was planning go to the bungee jumping event tomorrow.
Hi! I am Andrew. I am a graduate student and I live in Los Angeles. I have two friends named John and
Chris. Chris likes trying different activities but he is very bad at planning and he usually plans his stuff
at the very last moment. When we spoke last summer, John told me that Chris was planning go to the
bungee jumping event tomorrow.

Question: According to the last sentence, did Chris already go to the bungee jumping event, or is he going
to do so in the future?

Now, for the following sentences, you should create a question in the given format. The question should
be designed to prime the correct interpretation of the indexical in the sentence. Provide only the question
and always structure the sentence as "According to the last sentence, did Chris already ... or is he going to
do so in the future?".

Sentences:
{sentences}

Question:

Table 8: Prompt used to generate question for samples containing indexical ‘tomorrow’.
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Context+Stimuli and Question Shifted
Option

Non-shifted
Option

Ground
Truth

Hi! I am Stephen. I am a graduate student and I live
in Los Angeles. I have a friend named Adam. Adam
knows how dedicated I am to my studies and always
encourages me to do my best. The final exams are
coming up next week. Adam thinks that I will get
good grades on the final exams.
Question: According to the last sentence, who will
get good grades on the final exams?

Adam Stephen Non-shifted

Hi! I am Stephen. I am a graduate student and I
live in Los Angeles. I have a friend named Adam.
Adam usually outperforms everyone in our classes
and often brags about it. The final exams are coming
up next week. Adam says that I will get good grades
on the final exams.
Question: According to the last sentence, who will
get good grades on the final exams?

Adam Stephen Non-shifted

Hi! I am Stephen. I am a graduate student and I live
in Los Angeles. I have a friend named Adam. Adam
knows how dedicated I am to my studies and always
encourages me to do my best. The final exams are
coming up next week. Adam says "I will get good
grades on the final exams".
Question: According to the last sentence, who will
get good grades on the final exams?

Adam Stephen Shifted

Hi! I am Stephen. I am a graduate student and I
live in Los Angeles. I have a friend named Adam.
Adam usually outperforms everyone in our classes
and often brags about it. The final exams are coming
up next week. Adam says "I will get good grades on
the final exams".
Question: According to the last sentence, who will
get good grades on the final exams?

Adam Stephen Shifted

Table 9: Dataset Samples for Indexical "I"
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Context+Stimuli and Question Shifted
Option

Non-shifted
Option

Ground
Truth

Hi! I am Jerry. I will call you Ryan. I am a grad-
uate student and I live in Los Angeles. I have two
friends named Dylan and Gregory. You and Gregory
attended the same conference last month, and you
even had a conversation there. While Dylan was
speaking to Samuel, he said that Gregory saw you at
the conference.
Question: According to the last sentence, who did
Dylan say that Gregory saw at the conference?

Ryan Samuel Non-shifted

Hi! I am Jerry. I will call you Ryan. I am a graduate
student and I live in Los Angeles. I have two friends
named Dylan and Gregory. Samuel and Gregory
attended the same conference last month, and they
even had a conversation there. While Dylan was
speaking to Samuel, he said that Gregory saw you at
the conference.
Question: According to the last sentence, who did
Dylan say that Gregory saw at the conference?

Ryan Samuel Non-shifted

Hi! I am Jerry. I will call you Ryan. I am a grad-
uate student and I live in Los Angeles. I have two
friends named Dylan and Gregory. You and Gregory
attended the same conference last month, and you
even had a conversation there. While Dylan was
speaking to Samuel, he said "Gregory saw you at the
conference".
Question: According to the last sentence, who did
Dylan say that Gregory saw at the conference?

Ryan Samuel Shifted

Hi! I am Jerry. I will call you Ryan. I am a graduate
student and I live in Los Angeles. I have two friends
named Dylan and Gregory. Samuel and Gregory
attended the same conference last month, and they
even had a conversation there. While Dylan was
speaking to Samuel, he said "Gregory saw you at the
conference".
Question: According to the last sentence, who did
Dylan say that Gregory saw at the conference?

Ryan Samuel Shifted

Table 10: Dataset Samples for Indexical "You"
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Context+Stimuli and Question Shifted
Option

Non-shifted
Option

Ground
Truth

Hi! I am Lisa. I am a graduate student and I am study-
ing in a cafe in Denver. I have two friends named
Deborah and Jennifer. They are both academics who
love to participate in international conferences. Re-
cently, I’ve been telling them about the exciting aca-
demic events happening right here in Denver. When
I was in Milwaukee with Deborah, she said that Jen-
nifer wanted to attend a conference here.
Question: According to the last sentence, where
does Jennifer want to attend a conference?

Milwaukee Denver Non-shifted

Hi! I am Lisa. I am a graduate student and I am study-
ing in a cafe in Denver. I have two friends named Deb-
orah and Jennifer. They are both academics who love
to participate in international conferences. Recently,
they realized they haven’t attended many conferences
in Milwaukee, which is quite surprising given their
love for the city. When I was in Milwaukee with
Deborah, she said that Jennifer wanted to attend a
conference here.
Question: According to the last sentence, where
does Jennifer want to attend a conference?

Milwaukee Denver Non-shifted

Hi! I am Lisa. I am a graduate student and I am study-
ing in a cafe in Denver. I have two friends named
Deborah and Jennifer. They are both academics who
love to participate in international conferences. Re-
cently, I’ve been telling them about the exciting aca-
demic events happening right here in Denver. When
I was in Milwaukee with Deborah, she said "Jennifer
wants to attend a conference here".
Question: According to the last sentence, where
does Jennifer want to attend a conference?

Milwaukee Denver Shifted

Hi! I am Lisa. I am a graduate student and I am study-
ing in a cafe in Denver. I have two friends named Deb-
orah and Jennifer. They are both academics who love
to participate in international conferences. Recently,
they realized they haven’t attended many conferences
in Milwaukee, which is quite surprising given their
love for the city. When I was in Milwaukee with Deb-
orah, she said "Jennifer wants to attend a conference
here".
Question: According to the last sentence, where
does Jennifer want to attend a conference?

Milwaukee Denver Shifted

Table 11: Dataset Samples for Indexical "Here"
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Context+Stimuli and Question Shifted
Option

Non-shifted
Option

Ground
Truth

Hi! I am Albert. I am a graduate student and I live
in Los Angeles. I have two friends named Donald
and Carl. Carl is meticulous about arranging all his
necessary documentation well in advance and likes
having everything sorted before deadlines approach.
When we spoke last summer, Donald mentioned that
Carl would be having his visa appointment tomorrow.
Question: According to the last sentence, did Carl
already have his visa appointment, or is he going to
do so in the future?

will do it in the future did it in the past Non-shifted

Hi! I am Albert. I am a graduate student and I live
in Los Angeles. I have two friends named Donald
and Carl. Carl is quite disorganized and often waits
until the last possible moment to schedule important
tasks such as visa appointments. When we spoke
last summer, Donald mentioned that Carl would be
having his visa appointment tomorrow.
Question: According to the last sentence, did Carl
already have his visa appointment, or is he going to
do so in the future?

will do it in the future did it in the past Non-shifted

Hi! I am Albert. I am a graduate student and I live
in Los Angeles. I have two friends named Donald
and Carl. Carl is meticulous about arranging all his
necessary documentation well in advance and likes
having everything sorted before deadlines approach.
When we spoke last summer, Donald said "Carl will
be having his visa appointment tomorrow".
Question: According to the last sentence, did Carl
already have his visa appointment, or is he going to
do so in the future?

will do it in the future did it in the past Shifted

Hi! I am Albert. I am a graduate student and I live
in Los Angeles. I have two friends named Donald
and Carl. Carl is quite disorganized and often waits
until the last possible moment to schedule important
tasks such as visa appointments. When we spoke last
summer, Donald said "Carl will be having his visa
appointment tomorrow".
Question: According to the last sentence, did Carl
already have his visa appointment, or is he going to
do so in the future?

will do it in the future did it in the past Shifted

Table 12: Dataset Samples for Indexical "Tomorrow"
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