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Abstract

Real-world offline datasets are often subject to data corruptions (such as noise or
adversarial attacks) due to sensor failures or malicious attacks. Despite advances in
robust offline reinforcement learning (RL), existing methods struggle to learn robust
agents under high uncertainty caused by the diverse corrupted data (i.e., corrupted
states, actions, rewards, and dynamics), leading to performance degradation in
clean environments. To tackle this problem, we propose a novel robust variational
Bayesian inference for offline RL (TRACER). It introduces Bayesian inference
for the first time to capture the uncertainty via offline data for robustness against
all types of data corruptions. Specifically, TRACER first models all corruptions as
the uncertainty in the action-value function. Then, to capture such uncertainty, it
uses all offline data as the observations to approximate the posterior distribution
of the action-value function under a Bayesian inference framework. An appealing
feature of TRACER is that it can distinguish corrupted data from clean data using
an entropy-based uncertainty measure, since corrupted data often induces higher
uncertainty and entropy. Based on the aforementioned measure, TRACER can
regulate the loss associated with corrupted data to reduce its influence, thereby
enhancing robustness and performance in clean environments. Experiments demon-
strate that TRACER significantly outperforms several state-of-the-art approaches
across both individual and simultaneous data corruptions.

1 Introduction

Offline reinforcement learning (RL) aims to learn an effective policy from a fixed dataset without
direct interaction with the environment [[1,[2]. This paradigm has recently attracted much attention in
scenarios where real-time data collection is expensive, risky, or impractical, such as in healthcare [3]],
autonomous driving [4]], and industrial automation [5]. Due to the restriction of the dataset, offline
RL confronts the challenge of distribution shift between the policy represented in the offline dataset
and the policy being learned, which often leads to the overestimation for out-of-distribution (OOD)
actions [1,16,[7]. To address this challenge, one of the promising approaches introduce uncertainty
estimation techniques, such as using the ensemble of action-value functions or Bayesian inference to
measure the uncertainty of the dynamics model [8-11] or the action-value function [[12H15] regarding
the rewards and transition dynamics. Therefore, they can constrain the learned policy to remain close
to the policy represented in the dataset, guiding the policy to be robust against OOD actions.
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Figure 1: Graphical model of decision-making process. Nodes connected by solid lines denote data
points in the offline dataset, while the Q values (i.e., action values) connected by dashed lines are not
part of the dataset. These Q values are often objectives that offline algorithms aim to approximate.

Nevertheless, in the real world, the dataset collected by sensors or humans may be subject to extensive
and diverse corruptions [[16H18]], e.g., random noise from sensor failures or adversarial attacks during
RLHF data collection. Offline RL methods often assume that the dataset is clean and representative of
the environment. Thus, when the data is corrupted, the methods experience performance degradation
in the clean environment, as they often constrain policies close to the corrupted data distribution.

Despite advances in robust offline RL [2], these approaches struggle to address the challenges posed
by diverse data corruptions [18]]. Specifically, many previous methods on robust offline RL aim
to enhance the testing-time robustness, learning from clean datasets and defending against attacks
during testing [19-21]]. However, they cannot exhibit robust performance using offline dataset
with perturbations while evaluating the agent in a clean environment. Some related works for data
corruptions (also known as corruption-robust offline RL methods) introduce statistical robustness
and stability certification to improve performance, but they primarily focus on enhancing robustness
against adversarial attacks [16}122}[23]]. Other approaches focus on the robustness against both random
noise and adversarial attacks, but they often aim to address only corruptions in states, rewards, or
transition dynamics [24}[17]. Based on these methods, recent work [18]] extends the data corruptions
to all four elements in the dataset, including states, actions, rewards, and dynamics. This work
demonstrates the superiority of the supervised policy learning scheme [25] 26| for the data corruption
of each element in the dataset. However, as it does not take into account the uncertainty in decision-
making caused by the simultaneous presence of diverse corrupted data, this work still encounters
difficulties in learning robust agents, limiting its applications in real-world scenarios.

In this paper, we propose to use offline data as the observations, thus leveraging their correlations
to capture the uncertainty induced by all corrupted data. Considering that (1) diverse corruptions
may introduce uncertainties into all elements in the offline dataset, and (2) each element is correlated
with the action values (see dashed lines in Figure[I)), there is high uncertainty in approximating the
action-value function by using various corrupted data. To address this high uncertainty, we propose
to leverage all elements in the dataset as observations, based on the graphical model in Figure[I] By
using the high correlations between these observations and the action values [27], we can accurately
identify the uncertainty of the action-value function.

Motivated by this idea, we propose a robust variational Bayesian inference for offline RL (TRACER)
to capture the uncertainty via offline data against all types of data corruptions. Specifically, TRACER
first models all data corruptions as uncertainty in the action-value function. Then, to capture
such uncertainty, it introduces variational Bayesian inference [28]], which uses all offline data as
observations to approximate the posterior distribution of the action-value function. Moreover, the
corrupted observed data often induce higher uncertainty than clean data, resulting in higher entropy
in the distribution of action-value function. Thus, TRACER can use the entropy as an uncertainty
measure to effectively distinguish corrupted data from clean data. Based on the entropy-based
uncertainty measure, it can regulate the loss associated with corrupted data in approximating the
action-value distribution. This approach effectively reduces the influence of corrupted samples,
enhancing robustness and performance in clean environments.

This study introduces Bayesian inference into offline RL for data corruptions. It significantly captures
the uncertainty caused by diverse corrupted data, thereby improving both robustness and performance
in offline RL. Moreover, it is important to note that, unlike traditional Bayesian online and offline RL
methods that only model uncertainty from rewards and dynamics [29-35]], our approach identifies the



uncertainty of the action-value function regarding states, actions, rewards, and dynamics under data
corruptions. We summarize our contributions as follows.

* To the best of our knowledge, this study introduces Bayesian inference into corruption-robust
offline RL for the first time. By leveraging all offline data as observations, it can capture
uncertainty in the action-value function caused by diverse corrupted data.

* By introducing an entropy-based uncertainty measure, TRACER can distinguish corrupted
from clean data, thereby regulating the loss associated with corrupted samples to reduce its
influence for robustness.

» Experiment results show that TRACER significantly outperforms several state-of-the-art
offline RL methods across a range of both individual and simultaneous data corruptions.

2 Preliminaries

Bayesian RL. We consider a Markov decision process (MDP), denoted by a tuple M =
(S, A, R, P, Py,7), where S is the state space, A is the action space, R is the reward space,
P(:|s,a) € P(S) is the transition probability distribution over next states conditioned on a state-
action pair (s, a), Po(-) € P(S) is the probability distribution of initial states, and v € [0, 1) is the
discount factor. Note that P(S) and P(A) denote the sets of probability distributions on subsets
of S and A, respectively. For simplicity, throughout the paper, we use uppercase letters to refer to
random variables and lowercase letters to denote values taken by the random variables. Specifically,
R(s, a) denotes the random variable of one-step reward following the distribution p(r|s, a), and
(s, a) represents a value of this random variable. We assume that the random variable of one-step
rewards and their expectations are bounded by Ryax and ry.x for any (s,a) € S X A, respectively.

Our goal is to learn a policy that maximizes the expected discounted cumulative return:

o0

m* = arg max EgonPo,armm(-50),Rrop(-|5esa1) 50101 ~P(-|sesaz) Z’th(Stvat) :
TE€P(A) t=0

Based on the return, we can define the value function as V7 (s) = Er , p [>_peq v R(st, ar)|so = s,

the action-value function as Q™ (s, @) = Eg~,(.|s,a),s'~P(-|s,a) [R(5,a) + V7 (s')], and the action-

value distribution [36]] as

D™ (s,a) = ZVtR(St,aﬂso =s,a9 = a), with s;41 ~ P(-|s;,ar), ar41 ~ 7(-|si+1). (1)
t=0
Note that V™ (s) = Equr [Q7 (S, @)] = Eqnr,p [D7 (s, a)].

Variational Inference. Variational inference is a powerful method for approximating complex
posterior distributions, which is effective for RL to handle the parameter uncertainty and deal with
modelling errors [36]. Given an observation X and latent variables Z, Bayesian inference aims to
compute the posterior distribution p(Z|X). Direct computation of this posterior is often intractable
due to the high-dimensional integrals involved. To approximate the true posterior, Bayesian inference
introduces a parameterized distribution ¢(Z; ¢) and minimizes the Kullback-Leibler (KL) divergence
Dx1L(q(Z; 9)||p(Z]X)). Note that minimizing the KL divergence is equivalent to maximizing the
evidence lower bound (ELBO) [37,38]: ELBO(¢) = Ey(z,¢)[logp(X, Z) — log q(Z; ¢)].

Offline RL under Diverse Data Corruptions. In the real world, the data collected by sensors or
humans may be subject to diverse corruption due to sensor failures or malicious attacks. Let b and
B denotes the uncorrupted and corrupted dataset with samples {(s}, a}, 7%, st )}, respectively.
Each data in B may be corrupted. We assume that an uncorrupted state follows a state distribution
py(+), a corrupted state follows p(-), an uncorrupted action follows a behavior policy 7, (+|s?), a
corrupted action is sampled from 75 (+|st), a corrupted reward is sampled from ps(-|st, al), and
a corrupted next state is drawn from Pg(-|s¢, al). We also denote the uncorrupted and corrupted
empirical state-action distributions as py(s?, at) and ps(st, al), respectively. Moreover, we introduce
the notations [18)39] as follows.

7~'Q(s,a) = F(Sa a) + IEs’ng(-|s,a) [V(S/)} y 7:(37 CL) = Er~p5(<|s,a) [7‘]7 (2)
TD(s,a) 2 R(s,a) + D (s',d'), s ~ Ps(-|s,a), a’ ~ m5(-|s), 3)



forany (s,a) € Sx Aand Q : S X A — [0, rmax/(1 — )], where X 2'Y denotes equality of
probability laws, that is the random variable X is distributed according to the same law as Y.

To address the diverse data corruptions, based on IQL [26], RIQL [18] introduces quantile estimators
with an ensemble of action-value functions {Qy, (s, @)} | and employs a Huber regression [40]:

!/ K = 27 f S
£ 0 = B [ 04V () = Qo (s i) = {27, B =
£0(0) = ooy [£5 (Qals,0) ~ Vols))], £5() = v~ (a < 0)] - *. ©

Note that [%; is the Huber loss, and @, is the a-quantile value among {Qy, (s, @) }X ;. RIQL then
follows IQL [26] to learn the policy using weighted imitation learning with a hyperparameter /3:

L (¢) = E5,a)~n [exp(B - Aa(s,a))logme(als)], Aa(s,a) = Qals,a) — Vy(s). 6)

3 Algorithm

We first introduce the Bayesian inference for capturing the uncertainty caused by diverse corrupted
data in Section[3.1] Then, we provide our algorithm TRACER with the entropy-based uncertainty
measure in Section @ Moreover, we provide the theoretical analysis for robustness, the architecture,
and the detailed implementation of TRACER in Appendices and respectively.

3.1 Variational Inference for Uncertainty induced by Corrupted Data

We focus on corruption-robust offline RL to learn an agent under diverse data corruptions, i.e., random
or adversarial attacks on four elements of the dataset. We propose to use all elements as observations,
leveraging the data correlations to simultaneously address the uncertainty. By introducing Bayesian
inference framework, our aim is to approximate the posterior distribution of the action-value function.

At the beginning, based on the relationships between the action values and the four elements
(i.e., states, actions, rewards, next states) in the offline dataset as shown in Figure |1} we define
Dy = Dy(S, A, R) ~ po(:|S, A, R), parameterized by 6. Building on the action-value distribution,
we can explore how to estimate the posterior of Dy using the elements available in the offline data.

Firstly, we start from the actions {a’}¥ ; following the corrupted distribution 75 and use them as
observations to approximate the posterior of the action-value distribution under a variational inference.
As the actions are correlated with the action values and all other elements in the dataset, the likelihood
is py, (A|D, S, R, S"), parameterized by ¢,. Then, under the variational inference framework, we
maximize the posterior and derive to minimize the loss function based on ELBO:

Lpia(0,¢a) = Epy, [Dke(pe, (AlDo, S, R, S") [ 75(A|S)) — Eanp,, [logpe(DolS, A, R)]] ,
@)

where S, R, and S’ follow the offline data distributions pg, ps, and Pg, respectively.

Secondly, we apply the rewards {r{}}; drawn from the corrupted reward distribution pj as the
observations. Considering that the rewards are related to the states, actions, and action values, we
model the likelihood as p,, (R|D, S, A), parameterized by ¢,. Therefore, we can derive a loss
function by following Equation (7):
Lpir(0,¢r) = Esp, [Dx(pe, (R Do, S, A) || ps(R[S, A)) — Ernp,, [logpe(DolS, A, R)]] ,
(®)

where S and A follow the offline data distributions pg and 7, respectively.

Finally, we employ the state {s¢} , in the offline dataset following the corrupted distribution pj as
the observations. Due to the relation of the states, we can model the likelihood as p,, (S|D, A, R),
parameterized by ,.. We then have the loss function:

Lpis(0,¢0s) =Esp, [Pk (e, (S|Dg, A, R) | pa(S)) — Egnp,. [logpe(DglS, A, R)]],  (9)

where A and R follow the offline data distributions 75 and pg, respectively. We present the detailed
derivation process in Appendix[A.2]

The goal of first terms in Equations (7), (8), and (@) is to estimate 75(A|S), ps(R|S, A), and pg(S)
using p,, (A|Dg, S, R, S’), p,,(R|Dg,S,A), and p,,(S|Dy, A, R), respectively. As we do not



have the explicit expression of distributions 75, pg, and pg, we cannot directly compute the KL
divergence in these first terms. To address this issue, based on the generalized Bayesian inference [41]],
we can exchange two distributions in the KL divergence. Then, we model all the aformentioned
distributions as Gaussian distributions, and use the mean ji, and standard deviation X, to represent
the corresponding p,,. For implementation, we directly employ MLPs to output each (., X,) using
the corresponding conditions of p,. Then, based on the KL divergence between two Gaussian
distributions, we can derive the loss function as follows.

1 _ _
Eﬁrst(oa Psy Pa, <)0'r) = §]E(s,a,r)~BﬁD9~p9 [(:uiﬂa - a’)TEgaal (u’tpa - CL) + (uwr - T)Tzzprl (N’WT - 7‘)
+(MW$ - S)TE;SI(M% —5) +log |Z<pa| : |E4Pr| ’ |Etps|] ) (10)

Moreover, the goal of second terms in Equations (7), (8), and () is to maximize the likelihoods of
Dy given samples 5 ~ p,,_, & ~ Dy, , or ¥ ~ p,, . Thus, with (s, a,r) ~ B, we propose minimizing
the distance between Dy(8,a,r) and D(s,a,r), Dg(s,a,r) and D(s,a,r), and Dy(s,a,) and
D(s,a,r), where § ~ p,,_, & ~ p,,,and 7 ~ p, . Then, based on [41]], we can derive the following
loss with any metric ¢ to maximize the log probabilities:

‘CSCCOHd(aa Psy Pay 907“) = E(s,a,r)wl’j’,g’\‘p@s ,4~P oo TPy, , Drop [E(D(Sv a, T)? D9(57 da T))
+ Z(D(s,a,rLDg(s,a,f)) + K(D(s,am),Dg(é,a,r))] . (11)

3.2 Corruption-Robust Algorithm with the Entropy-based Uncertainty Measure

We focus on developing tractable loss functions for implementation in this subsection.

Learning the Action-Value Distribution based on Temporal Difference (TD). Based on [42, 43]],
we introduce the quantile regression [44] to approximate the action-value distribution in the offline
dataset B3 using an ensemble model { Dy, } £ ;. We use Equation (@) to derive the loss as:

N N’
1 K Tn)T/ 7,7’ T’ T
‘CD (91) = E(S;aar’s')NB N/ § : E Pr (601 m) ’ 59; =T+ ’}/Z (8/) - D91 (57 a, T) ’

n=1m=1

(12)

where pf (§) = |7 —I{d < 0} - I%; () with the threshold x, Z denotes the value distribution, 55;Tl
is the sampled TD error based on the parameters 6;, 7 and 7’ are two samples drawn from a uniform

distribution U ([0, 1]), Dj (s, a,r) := FB;(S o,y (7) is the sample drawn from py('[s,a,r), Z7(s) :=

F, (18) (7) is sampled from p(-|s), Fiy' (7) is the inverse cumulative distribution function (also known
as quantile function) [43] at 7 for the random variable X, and N and N’ represent the respective

number of iid samples 7 and 7/. Notably, based on [43]], we have Qy, (s,a) = ZN Dy (s,a,r).

n=1

In addition, if we learn the value distribution Z, the action-value distribution can extract the informa-
tion from the next states based on Equation (I2)), which is effective for capturing the uncertainty. On
the contrary, if we directly use the next states in the offline dataset as the observations, in practice,
the parameterized model of the action-value distribution needs to take (s, a,r,s’,a’,r’,s") as the
input data. Thus, the model can compute the action values and values for the sampled TD error
in Equation (T2). To avoid the changes in the input data caused by directly using next states as
observations in Bayesian inference, we draw inspiration from IQL and RIQL to learn a parameterized
value distribution. Based on Equations () and (T2), we derive a new objective as:

L7() = Esa)~8

N
>y (D sian) - ZJ(s))] : (13)
n=1

where D7, is the a-quantile value among {Dj (s,a)},, and Vy(s) = 25:1 Z,(s). More details
are shown in Appendix [B.2] Furthermore, we provide the theoretical analysis in Appendix [A.T|to
give a value bound between the value distributions under clean and corrupted data.

Updating the Action-Value Distribution based on Variational Inference for Robustness. We discuss
the detailed implementation of Equations and based on Equations and (T3). As the data



corruptions may introduce heavy-tailed targets [18], we apply the Huber loss to replace all quadratic
loss in Equation (I0) and the metric ¢ in Equation (TT)), mitigating the issue caused by heavy-tailed
targets [46] for robustness. We rewrite Equation (T1) as follows.

N
ﬁsecond(eia Psy Pas SDT) = E(s,a,7')~87<§~p¢s ,AP g TPy, DT~ Z ZIN{ (DTn (57 a, T)7 Dg? (57 da T))

n=1

+l?{(DT"(s,a,r),Dg:‘(s,a,f))—|—l?I(DT"(s,a,r),ng(é,a,r)) . (14)

Thus, we have the whole loss function Lp|g 4,z = Lirst(0i, Ps5 Pas r) + Lsecond (05, 05, Pa, @r) in
the generalized variational inference framework. Moreover, based on the assumption of heavy-tailed
noise in [18]], we have a upper bound of action-value distribution by using the Huber regression loss.

Entropy-based Uncertainty Measure for Regulating the Loss associated with Corrupted Data. To
further address the challenge posed by diverse data corruptions, we consider the problem: how to
exploit uncertainty to further enhance robustness?

Considering that our goal is to improve performance in clean environments, we propose to reduce the
influence of corrupted data, focusing on using clean data to learn agents. Therefore, we provide a
two-step plan: (1) distinguishing corrupted data from clean data; (2) regulating the loss associated
with corrupted data to reduce its influence, thus enhancing the performance in clean environments.

For (1), as the Shannon entropy for the measures of aleatoric and epistemic uncertainties provides
important insight [47-H49]], and the corrupted data often results in higher uncertainty and entropy of
the action-value distribution than the clean data, we use entropy [50] to quantify uncertainties of
corrupted and clean data. Furthermore, by considering that the exponential function can amplify the
numerical difference in entropy between corrupted and clean data, we propose the use of exponential
entropy [51]—a metric of extent of a distribution—to design our uncertainty measure.

Specifically, based on Equation , we can use the quantile points {7, })_, to learn the corresponding
quantile function values { D™ }.*_; drawn from the action-value distribution py. We sort the quantile
points and their correspondlng functlon values in ascending order based on the values. Thus, we
have the sorted sets {c, }_;, {D*}_,, and the estimated PDF values {<,,}V_,, where ¢; = ¢; and
Sn =6 — Sp—1 for 1 < n < N. Then, we can further estimate differential entropy following [52]]
(see Appendix [A.3|for a detailed derivation).

N
H(po,(:|s,a,r) Z (s,a,7) - logé,, (15)

where ¢, denotes (S,—1 +5,)/2for1l <n < N, and D" denotes Ds» — D=1 for1 < n < N.

For (2), TRACER employs the reciprocal value of exponential entropy 1/ exp(H(py,)) to weight the
corresponding loss of 6; in our proposed whole loss function £ g 4, - Therefore, during the learning
process, TRACER can regulate the loss associated with corrupted data and focus on minimizing the
loss associated with clean data, enhancing robustness and performance in clean environments. Note
that we normalize entropy values by dividing the mean of samples (i.e., quantile function values)
drawn from action-value distributions for each batch. In Figure[3] we show the relationship of entropy
values of corrupted and clean data estimated by Equation (T5) during the learning process. The results
illustrate the effectiveness of the entropy-weighted technique for data corruptions.

Updating the Policy based on the Action-Value Distribution. We directly applies the weighted
imitation learning technique in Equation (6)) to learn the policy. As Q. (s, a) is the a-quantile value

K
among {Qo, (s.a)}<, = {201, Djr (s.a,m) |~ and Vy(s) = S0, 277 (s). we have

£7T(¢) :E(s,a)NB [exp (ﬁ Qa S, CL /B ZZT" ) -10g7r¢(a|5)] . (16)



Table 1: Average scores and standard errors under random and adversarial simultaneous corruptions.

Env [Comupt| BC | EDAC | MSG | UWMSG | CQL | IQL | RIQL | TRACER (ours)
Halfcheetah | T@n4om [ 23174043 | 170+ 0.80 | 9.97 %344 | 831125 |14.25% 139 | 24.8240.57 | 20.944 1.00 | 33.04+0.42
advers | 16.37£0.32| 0.90+0.30 | 3.60+£0.89 | 3.13+£0.85 | 5.61+2.21 | 11.06 £0.45 | 17.85 £ 1.39 19.72 +2.80
Walker2d random | 13.77 £1.05 | —0.13 £ 0.01 | —0.15+0.11 | 4.36 £1.95 | 0.63+0.36 | 12.35£2.03 | 17.42£2.95 23.62 +2.33
advers | 6.75+0.33 | —=0.17+0.01| 3.77+£1.09 | 4194282 | 423+£1.35 | 16.61 £2.73 | 9.20 £ 1.40 17.21 + 1.62
Honper random | 18.49 £0.52 | 0.80+0.01 | 15.84 £2.47 | 12.22 +£2.11 | 3.16 = 1.07 | 25.28 4 15.34 | 22.50 + 10.01 | 28.83 + 7.06
PP advers | 17.34£1.00| 0.804+0.01 | 12.14£0.71 | 1043 £0.94| 0.104+0.34 | 19.56 £ 1.08 | 24.71 £ 6.20 24.80 +7.14
Average score | 1598 | 0.65 | 7.53 | 7.11 | 4.66 | 18.28 | 20.27 | 24.54
Table 2: Average score under diverse random corruptions.
Env | Corrupted Element | BC | EDAC | MSG | UWMSG | CQL | 1QL | RIQL | TRACER (ours)
observation 334+£18 ] 21+05 —02+22 29+0.1 9.0+7.5 21.4+19 | 27.3+24 342409
Halfcheetah action 362+0.3 | 474413 52.0+0.9 56.0+04 | 199+21.3 | 422+19 42.9+0.6 42.9+ 0.6
reward 35.8+0.9 | 386+£0.3 | 17.5+164 | 356+£04 | 326+19.6 | 423+04 43.6 £ 0.6 40.0+1.1
dynamics 35.8+0.9 1.54+0.2 1.7£04 2.9+0.1 29.2+4.0 36.7+ 1.8 43.1+£0.2 43.8 + 3.0
observation 9.6+39 | -0.2+0.3 | —04+£0.1 6.2+0.5 19.4+1.6 27.2+5.1 284+7.7 32.7+28
Walker2d action 181421 | 832419 | 256.3+10.6 | 31.54+10.6 | 62.7+£72 | 71.3+78 | 84.6+3.3 86.7 £ 6.2
reward 16.0+74 | 43+£3.6 184495 | 620+£3.7 | 694+£74 | 65.3+84 | 83.2+26 855+ 3.1
dynamics 16.0£74 | —=0.1+0.0 74+3.7 0.2+0.0 —-02+0.1 17.7£7.3 782+18 75.9+1.8
observation 21.5+29 1.0£0.5 6.9+5.0 12.84+0.4 428 +7.0 | 52.0+16.6 | 62.4+1.8 62.7 +£8.2
Hopper action 22.8+7.0 | 100.8+0.5 | 37.6+6.5 534+54 69.8+45 | 76.3+£154 | 90.6+5.6 92.8+2.5
PP reward 195+34 | 26+£0.7 249+43 | 60.8%+75 | 70.8+£8.9 | 69.7+18.8 | 84.8+13.1 85.7+14
dynamics 195434 | 08+0.0 124 +4.9 6.1+1.3 0.8+0.0 1.3+0.5 515+ 8.1 49.8+5.3
Average score | 237 | 235 | 17.0 | 27.5 | 355 | 436 | 60.0 | 61.1
Table 3: Average score under diverse adversarial corruptions.
Env | Corrupted Element |  BC | EDAC | MSG | UWMSG | CQL | IQL | RIQL | TRACER (ours)
observation 345+1.5 1.1+£0.3 1.1+0.2 1.9+0.1 5.0+ 11.6 326 2.7 35.7+4.2 36.8 +2.1
Halfcheetah action 14.04+1.1 | 327+£0.7 | 373+£0.7 | 362+1.0 | —23+1.2 | 27.5+0.3 | 31.7+£1.7 33.4+£1.2
reward 35.8+09 | 40.3+0.5 | 477404 | 438403 | —1.7+£0.3 | 42.6+0.4 44.1+0.8 41.9+0.2
dynamics 3584+09| -1.3+0.1 | —=1.5+0.0 5.0+2.2 —1.6+£0.0 | 26.7+0.7 35.8+2.1 36.2+1.2
observation 12.7£59 | -0.0£0.1 29+£27 6.3+0.7 61.8+74 | 37.7+13.0 | 70.0£5.3 70.0 £ 6.7
Walker2d action 54+04 | 41.9+£240 | 54+09 59+04 27075 | 275406 | 66.1+4.6 69.3 +4.6
reward 16.04+74 | 57.3+£33.2 | 9.6+4.9 | 351+10.5| 67.0+6.1 73.5+4.9 85.0+ 1.5 88.9 +4.7
dynamics 16.0+74 4.3+09 0.1+£0.2 1.8+0.2 39+14 —0.1£0.1 | 60.6 £21.8 64.0 £16.5
observation 21.6+7.1 1 36.2+16.2 | 16.0+2.8 15.0+1.3 78.0 + 6.5 32.8+6.4 50.8 7.6 64.5+3.7
Hopper action 15,5422 | 25.,7£38 | 23.0£2.1 | 27.7+£13 | 322+£7.6 | 379+£48 | 63.6£7.3 67.2+38
PP reward 195434 | 21.2+1.9 | 226+28 | 303+42 | 49.6+123 | 57.3+9.7 | 65.8+9.8 64.3+1.5
dynamics 19.5+34 0.6 £0.0 0.6 £0.0 0.7+0.0 0.6 0.0 1.3+£1.1 65.7 +£21.1 61.1+6.2
Average score | 205 | 21.7 | 13.7 | 17.5 | 26.6 | 33.1 | 56.2 | 58.1

4 Experiments

In this section, we show the effectiveness of TRACER across various simulation tasks using diverse
corrupted offline datasets. Firstly, we provide our experiment setting, focusing on the corruption
settings for offline datasets. Then, we illustrate how TRACER significantly outperforms previous state-
of-the-art approaches under a range of both individual and simultaneous data corruptions. Finally, we
conduct validation experiments and ablation studies to show the effectiveness of TRACER.

4.1 Experiment Setting

Building upon RIQL [18]], we use two hyperparameters, i.e., corruption rate ¢ € [0, 1] and corruption
scale ¢, to control the corruption level. Then, we introduce the random corruption and adversarial
corruption in four elements (i.e., states, actions, rewards, next states) of offline datasets. The
implementation of random corruption is to add random noise to elements of a ¢ portion of the offline
datasets, and the implementation of adversarial corruption follows the Projected Gradient Descent
attack [53}54] using pretrained value functions. Note that unlike other adversarial corruptions, the
adversarial reward corruption multiplies —e to the clean rewards instead of using gradient optimization.
We also introduce the random or adversarial simultaneous corruption, which refers to random or
adversarial corruption simultaneously present in four elements of the offline datasets. We apply the
corruption rate ¢ = 0.3 and corruption scale e = 1.0 in our experiments.
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Figure 2: In the left, we report the means and standard deviations on CARLA under random
simultaneous corruptions. In the right, we report the results with random simultaneous corruptions
against different corruption levels.

We conduct experiments on D4RL benchmark [55]. Referring to RIQL, we train all agents for
3000 epochs on the *'medium-replay-v2’ dataset, which closely mirrors real-world applications as
it is collected during the training of a SAC agent. Then, we evaluate agents in clean environments,
reporting the average normalized performance over four random seeds. See Appendix [C|for detailed
information. The algorithms we compare include: (1) CQL [7] and IQL [26]], offline RL algorithms
using a twin Q networks. (2) EDAC [56] and MSG [57], offline RL algorithms using ensemble Q net-
works (number of ensembles > 2). (3) UWMSG [17] and RIQL, state-of-the-arts in corruption-robust
offline RL. Note that EDAC, MSG, and UWMSG are all uncertainty-based offline RL algorithms.

4.2 Main results under Diverse Data Corruptions

We conduct experiments on MuJoCo [58] (see Tables|[T} 2] and[3] which highlight the highest results)
and CARLA [59] (see the left of Figure[2) tasks from D4RL under diverse corruptions to show the
superiority of TRACER. In Table[T} we report all results under random or adversarial simultaneous
data corruptions. These results show that TRACER significantly outperforms other algorithms in
all tasks, achieving an average score improvement of +21.1%. In the left of Figure 2| results on
"CARLA-lane_v0’ under random simultaneous corruptions also illustrate the superiority of TRACER.
See Appendix [C.2]for details.

Random Corruptions. We report the results under random simultaneous data corruptions of all
algorithms in Table[I] Such results demonstrate that TRACER achieves an average score gain of
+22.4% under the setting of random simultaneous corruptions. Based on the results, it is clear that
many offline RL algorithms, such as EDAC, MSG, and CQL, suffer the performance degradation
under data corruptions. Since UWMSG is designed to defend the corruptions in rewards and dynamics,
its performance degrades when faced with the stronger random simultaneous corruption. Moreover,
we report results across a range of individual random data corruptions in Table 2] where TRACER
outperforms previous algorithms in 7 out of 12 settings. We then explore hyperparameter tuning on
Hopper task and further improve TRACER’s results, demonstrating its potential for performance
gains. We provide details in Appendix [C.3.1]

Adversarial Corruptions. We construct experiments under adversarial simultaneous corruptions
to evaluate the robustness of TRACER. The results in Table [I|show that TRACER surpasses others
by a significant margin, achieving an average score improvement of +19.3%. In these simultaneous
corruption, many algorithms experience more severe performance degradation compared to the
random simultaneous corruption, which indicates that adversarial attacks are more damaging to the
reliability of algorithms than random noise. Despite these challenges, TRACER consistently achieves
significant performance gains over other methods. Moreover, we provide the results across a range of
individual adversarial data corruptions in Table 3] where TRACER outperforms previous algorithms
in 7 out of 12 settings. We also explore hyperparameter tuning on Hopper task and further improve
TRACER’s results, demonstrating its potential for performance gains. See Appendix for details.
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Figure 3: In the first column, we report the mean and standard deviation to show the superiority of
using the entropy-based uncertainty measure. In the second and third columns, we report the results
over three seeds to show the higher entropy of corrupted data compared to clean data during training.

4.3 Evaluation of TRACER under Various Corruption Levels

Building upon RIQL, we further extend our experiments to include Mujoco datasets with various
corruption levels, using different corruption rates c and scales e. We report the average scores and
standard deviations over four random seeds in the right of Figure 2] using batch sizes of 256.

Results in the right of Figure 2] demonstrate that TRACER significantly outperforms baseline algo-
rithms in all tasks under random simultaneous corruptions with various corruption levels. It achieves
an average score improvement of +33.6%. Moreover, as the corruption levels increase, the slight
decrease in TRACER’s results indicates that while TRACER is robust to simultaneous corruptions,
its performance depends on the extent of corrupted data it encounters. We also evaluate TRACER in
different scales of corrupted data and provide the results in Appendix [C.4.1]

4.4 Evaluation of the Entropy-based Uncertainty Measure

We evaluate the entropy-based uncertainty measure in action-value distributions to show: (1) is
the uncertainty caused by corrupted data higher than that of clean data? (2) is regulating the loss
associated with corrupted data effective in improving performance?

For (1), we first introduce labels indicating whether the data is corrupted. Importantly, these labels
are not used by agents during the training process. Then, we estimate entropy values of labelled
corrupted and clean data in each batch based on Equation (T3)). Thus, we can compare entropy values
to compute results, showing how many times the entropy of the corrupted data is higher than that
of clean data. Specifically, we evaluate the accuracy every 50 epochs over 3000 epochs. For each
evaluation, we sample 500 batches to compute the average entropy of corrupted and clean data. Each
batch consists of 32 clean and 32 corrupted data. We illustrate the curves over three seeds in the
second and third columns of Figure 3] where each point shows how many of the 500 batches have
higher entropy for corrupted data than that of clean data.

Figure [3|indicates an oscillating upward trend of TRACER’s measurement accuracy using entropy
(TRACER Using Entro) under simultaneous corruptions, demonstrating that using the entropy-based
uncertainty measure can effectively distinguish corrupted data from clean data. These curves also
reveal that even in the absence of any constraints on entropy (TRACER NOT using Entro), the entropy
associated with corrupted data tends to exceed that of clean data.

For (2), in the first column of Figure[3] these results demonstrate that TRACER using the entropy-
based uncertainty measure can effectively reduce the influence of corrupted data, thereby enhancing
robustness and performance against all corruptions. We provide detailed information for this evalua-

tion in Appendix[C.4.2]



5 Related Work

Robust RL. Robust RL can be categorized into two types: testing-time robust RL and training-time
robust RL. Testing-time robust RL [[19, 20] refers to training a policy on clean data and ensuring
its robustness by testing in an environment with random noise or adversarial attacks. Training-time
robust RL [16} [17] aims to learn a robust policy in the presence of random noise or adversarial
attacks during training and evaluate the policy in a clean environment. In this paper, we focus on
training-time robust RL under the offline setting, where the offline training data is subject to various
data corruptions, also known as corruption-robust offline RL.

Corruption-Robust RL. Some theoretical work on corruption-robust online RL [60-63]] aims to
analyze the sub-optimal bounds of learned policies under data corruptions. However, these studies
primarily address simple bandits or tabular MDPs and focus on the reward corruption. Some further
work [[64] 65] extends the modeling problem to more general MDPs and begins to investigate the
corruption in transition dynamics.

It is worth noting that corruption-robust offline RL has not been widely studied. UWMSG [[17]
designs a value-based uncertainty-weighting technique, thus using the weight to mitigate the impact
of corrupted data. RIQL [18] further extends the data corruptions to all four elements in the offline
dataset, including states, actions, rewards, and next states (dynamics). It then introduces quantile
estimators with an ensemble of action-value functions and employs a Huber regression based on
IQL [26]], alleviating the performance degradation caused by corrupted data.

Bayesian RL. Bayesian RL integrates the Bayesian inference with RL to create a framework for
decision-making under uncertainty [28]. It is important to highlight that Bayesian RL is divided into
two categories for different uncertainties: the parameter uncertainty in the learning of models [66} [67]]
and the inherent uncertainty from the data/environment in the distribution over returns [68}69]. In
this paper, we focus on capturing the latter.

For the latter uncertainty, in model-based Bayesian RL, many approaches [68], [70} [71] explicitly
model the transition dynamics and using Bayesian inference to update the model. It is useful when
dealing with complex environments for sample efficiency. In model-free Bayesian RL, value-based
methods |69, [72] use the reward information to construct the posterior distribution of the action-value
function. Besides, policy gradient methods [73|[74] use information of the return to construct the
posterior distribution of the policy. They directly apply Bayesian inference to the value function or
policy without explicitly modeling transition dynamics.

Offline Bayesian RL. offline Bayesian RL integrates Bayesian inference with offline RL to tackle
the challenges of learning robust policies from static datasets without further interactions with the
environment. Many approaches [75H77]] use Bayesian inference to model the transition dynamics or
guide action selection for adaptive policy updates, thereby avoiding overly conservative estimates in
the offline setting. Furthermore, recent work [78] applies variational Bayesian inference to learn the
model of transition dynamics, mitigating the distribution shift in offline RL.

6 Conclusion

In this paper, we investigate and demonstrate the robustness and effectiveness of introducing Bayesian
inference into offline RL to address the challenges posed by data corruptions. By leveraging Bayesian
techniques, our proposed approach TRACER captures the uncertainty caused by diverse corrupted
data. Moreover, the use of entropy-based uncertainty measure in TRACER can distinguish corrupted
data from clean data. Thus, TRACER can regulate the loss associated with corrupted data to reduce
its influence, improving performance in clean environments. Our extensive experiments demonstrate
the potential of Bayesian methods in developing reliable decision-making.

Regarding the limitations of TRACER, although it achieves significant performance improvement
under diverse data corruptions, future work could explore more complex and realistic data corruption
scenarios and related challenges, such as the noise in the preference data for RLHF and adversarial
attacks on safety-critical driving decisions. Moreover, we look forward to the continued development
and optimization of uncertainty-based corrupted-robust offline RL, which could further enhance the
effectiveness of TRACER and similar approaches for increasingly complex real-world scenarios.
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Appendix / supplemental material

A Proofs

We provide a proof for the upper bound of value distributions and derivations of loss functions. See
Table @] for all notations.

A.1 Proof for Value Bound

To prove an upper bound of the value distribution, we introduce an assumption from [18] below.

Assumption A.1. [[[8] Let { = Zf\il (2¢; + log ¢!) denote the cumulative corruption level, where
i and (! are defined as

mg(a]si) m(als;)

m(a] s;) 7 (alsi)

HTV (s:) — TV ()

<G max{ }gg;, Vac A

Here || - || o means taking supremum over V : S +— [0, "max/(1 — )]
Note that {¢/}; = 1%V can quantify the corruption level of states and actions, and {(;}; = 1V can

quantify the corruption level of rewards and next states (transition dynamics).

Then, we provide the following assumption.

Assumption A.2. There exists an M > 0 such that

dﬂ'E(S’a) dﬁ—E(S7G/) dWE(S) dTl'lQL(S) dfr,QL(S)

e pb(s,a) 7 pB(S,a) ’dﬁ-E(S)’ dﬂ'E(S)’ dﬁ'E(S)

P< M, V(s,a) €S x A,

where Tg(a | s) « m(a | s)-exp(B-[TQ* —V*|(s,a)) is the policy of clean data, gy, in

Equation (T7) is the policy following IQL’s supervised policy learning scheme under clean data,

wiqr = argminE, g [KL (7g(- | s), 7(- | s))]is the policy under corrupted data, and 7g(a | )
s

mg(a | s)-exp ([3 . {’7’@* — V*] (s, a)) is the policy of corrupted data.

miQL = argmax E, 4y [exp (8- [TQ" — V™| (s,a)) log7(a | s)] a7

= argmin Esp [Dkr (7r(- | 8),7(- | 8))]. (18)

As TRACER directly applies the weighted imitation learning technique from IQL to learn the
policy, we can use 7qr, as the policy learned by TRACER under data corruptions, akin to RIQL.
Assumption requires that each pair, including the policy 7 and the clean data b, the policy
7 g and the corrupted dataset B, mg and 7, g and g, and 7g and 7gr, has good coverage. It
is similar to the coverage condition in [[18]. Based on Assumptions and we can derive
the following theorem to show the robustness of our approach using the supervised policy learning
scheme and learning the action-value distribution.

Lemma A.3. (Performance Difference) For any 7 and 7, we have

~ 1
Z7(s) = 27(8) = T B aywar & [D7(s,0,7) = Z7(s)] (19)
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Proof. Based on [79], for any 7 and 7, we have

Z7(s) = > Y'E(s, a)~p [R(Si, Ar)[So = 5] (20)
t=0

= ZWtE(St,A,,)NP,ﬁ [R(Sh At) + Zﬂ—(St) — Zﬂ—(St)|S() = S] 20
t=0

=3 VB, a0~ [RS6 Ad) + 727 (Sern) — Z7(S)[So = 8] + Z7(s)  (22)

=0
=27"(s)+ ZVtE(st,At)NP,fr [D7(St, Ag, Ry) — Z™(S¢)|So = s (23)
=0
1
= ZW(S) + EE(S’G)NCI%’% [DW(S,CL,’/‘) — Z’T(S)] . (24)
O

Theorem A.4. (Robustness). Under Assumptions[A-1|and[A2) we have

~ 2M max LY
Wi ) < B 1 e VT e VT en) 25)

where q™ is the value distribution, W (-, -) is the Wasserstein distance [80] for measuring the distri-

bution difference, €1 = Esp [Dir (m(+|3) || mioL(+]$))), and €2 = Esp [Dxr (7e(-]8) || 1oL (:]$))]-

Proof. The definition of Wasserstein metric is W, (P, Q) = Weliﬂr(ng) Lo S, Nl = ylldv(, y))

The value distribution ¢™, also denoted by p(:|s) in Section (3.2 of the main text, is an expactation of
action value distribution Eqrx r~,[po(:|$, a,7)].

Note that as TRACER directly applies the weighted imitation learning technique from IQL to learn
the policy (see Section @), we can use 7qr as the policy learned by TRACER under data corruptions,
akin to RIQL.

Let ¢™7@% and ¢™’@* be the value distributions of learned policies following IQL’s supervised policy
learning scheme under corrupted and clean data, respectively. Z77QL ~ ¢™QL and Z™IQL ~ g™IQL,
Let p™= be the value distribution of the policy of clean data, p™# be the value distribution of the
policy of corrupted data, Z™® ~ p™=, and Z7E ~ p™=. We have

Wi(g™er, q™er) < Wi(g™er, p™) + Wi (p™, ¢™'or) (26)

< Wa(g™er, p™®) + Wi(p™®,p™®) + Wi (p™, ¢ %) (27)
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Moreover, based on

Wi(p™®,p™F) = inf
YET(p™E pTE)

= inf
~eT'(d™E ,d™E)

the Bretagnolle-Huber inequality,
V1 —exp(—=Drr(P[|Q)). For Wi (p™,p™), we have

< M * / |Z7E (s) — Z™F (s5)|d™ " (s)ds

=Mx*E,_42p|Z27F(s) — Z72(s)]

=M %
1

Iz:le*

Mrmax
-2

IN

(1

<

_ 2Mrya

Moreover, we have

7~rE(ai|si) o

2M T max
—7)2
2M 7 max
T (=)
2Mr,
0=

_ _ 7E(als)
7’2(\/1 —e ]E(s,a)wd"rE [log WE(a\s)].
(1—=7)

v

1

1

arz |[TE(-1s) = 7 ([s)l)H

Esarn \/1 — e~ DxuL(FE(]s),mE(]s))

VEswgrs (1 — e PuFulls)ms(lo))

P V1 — e Fuars PuGalo)ma(ls)

we have dry(P,Q)
/ / 1275 — 27|y (27, Z7F)
ZTE JZTE

| [ 127 - 27 ()arts. )

IEswd’.’E,a,~7~rE(~|s) [|Z7TE (8) - D" (87 a, 7‘)”

is(ailsi) - exp(8 - [TV* — V*|(s, a))

7TE(0,¢|SI‘>

m5(ag)s;) - exp(B - [TV* — Vj](s, a))
x Y aeaTBlailsi) -exp(B - [TV = V*|(s,a))

S acamslailsi) exp(B- [TV = V*](s,a))

By the definition of corruption levels, we have

WE(ai‘Si)

< ¢ exp(BG) -

Esrvd*E [EQNTTE("S) [DTFE (sv a, T)] - EaN%E(~IS) [DWE (s» a, T)]]

G - exp(BG) Y en B - exp(B- [TV* — V*](s,a))

= ¢ - exp(266).

Thus, we can derive

Then, for Wy (p™=, ¢™@L), we have

Wi (p™®,q™er) <

2M T max

- 2M 7 max M
Wi(p™®,p™?) < ———=\/1—e '~
(1—=7)2
M7rmax
(=2 Beare lIme(1s) —mrar(ls)ll <

where €1 = Eswb [DKL (7TE(|S) || W[QL('|S))].
Finally, for Wy (¢™?Q%, p™ =), we have
Mrmax

Wi(g™er, p™) <

(1

—7)?

EswarellTE([8) = Trqr(ls)lh <
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Therefore, we have

7 2M max Mc
Wi(q",q") < ﬁ(\/ l—e= M +Vl-ea+VI—e ). (46)

Note that in Theorem@ the major difference between TRACER and IQL/RIQL is that TRACER
uses the action-value and value distributions rather than the action-value and value functions in
IQL/RIQL. Therefore, we provide this theorem to prove an upper bound on the difference in value
distributions of TRACER to show its robustness, which also provides a guarantee of how TRACER’s
performance degrades with increased data corruptions.

A.2 Derivation of Loss Functions

For Equations (7), (8), and (@), we provide the detailed derivations.

Firstly, for Equation (7), we maximize the posterior and have

max log p(D) = maxlog Es, x, [p(D|Si, Ry)
Z maXESuRf, [1ng(D|St7 Rt)]

= maxESth [/ p"/’a (At|D, St, St+1) . 10gp(D|St, Rt)dAt . (47)
P(A)

p(D, A¢|St, Re, St41) - Dy, (Ae| D, St, Si41)
log p(D|Ss, R :/ A|D, S, S, -lo “ dA
gp( | t t) P(A)Pwa( t| t t+1) g pzpa(At|D7St,St+l)‘p(At|D,St,St+1) t
p(DaAt|St7Rt)
= Ay D, Sy, S -lo dA
/P(A)pwa( t| t t+1) gp¢a,(At|D»Stast+1) t
Py, (A¢| D, St, Siy1)
+ A DaS 75 -lo dA
/P(A)Pwu( t\ by St1) g p(A2D, Sr, Spi1) t
p(DaAt|St7Rt)
= 1 A D,S,S '10 dA
/P(A)pd)a( " b5 St1) gpwa(At|D,5t7St+1) t
+DKL (Pwa(At|D7St,St+1)||P(At|DaSt,St+1))
= Ly + Dkv (Py, (At| D, S, Sp41) [p(Ae|D, St Sei1)) (48)
2 L. (49)
Note that L, is
p(DaAt|St7Rt)
b /P(A)Pwa( ¢l b St1) gpwa(At|D,St,St+1) ¢ (50)

m(A¢|St) - po(D|St, At, Ry)
= A D, Sy, S, lo
/7’(«4) Pwa( 4 tr See1) log Py, (A¢|D, St, Si41)

= —Dkr (py, (A¢|D, St, Set1)||m(Ae]S))
+/ p%(At|D,St,St-s-l)lnge(Dwt,At,Rt)dAt-
P(A)

dA,
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Secondly, for Equation @), we have

max log p(D) = maxlogEsg, 4, [P(D|S:, Ar)]
> max Eg, 4,[log P(D|S;, Ar)]

= maX]EShAt [/( )pr(Rt|D7St,At) . 10gp(D|St,At)th
P(R

> maxEg, 4, l — Do (py, (Ri|D, Sy, Ay)||p(Re|St, Ar))

+/( )pwr(Rt‘D’S“At)logp(D|St7At7Rt)th . (51)
P(R

Finally, for Equation (9), we have

maxlog p(D) = maxlogE4, g, [p(D|A:, Ry)]
2 max EAt,Rt [logp(D|Ata Rt)]

=maxEy, g, l/ Py, (St|D, Ay, Ry) - log p(D| Ay, Ry )dS}
P(S)

> maxEy, g, l— Dk (py, (S¢|D, Ay, Ry)||p(Se| As, Ry))

+/ )pws(St|D7Atht)logp(D|St7AtaRt)dSt . (52)
P(S

Therefore, we have Equations (7), (8), and (9).

A.3 Estimation of Entropy

We estimate differential entropy following [52]]. We have differential entropy as follows. Note that
we omit the condition in the following equations.

H(po(D)) = E[~p(D)] = / po(D)log p(D)dz. (53)

Then, we consider a continuous function py discretized into bins of size A. By the mean-value
theorem there exists a action value D); in each bin such that

(i+1)A
po(DA= [ pa(D)D. 54
iA

We can estimate the integral of py (in the Riemannian sense) by

[ _po(D)dD = lim, ; po(D;)A. (55)
Thus, we have
Hipa(D)) = [ polD)logp(D)do = Jim (Ha(po(D)) + log &)

= - Jim i;w po(Di) Alog pg(D;). (56)

Based on Equation (56), we can derive Equation (T3), where ¢, denotes the midpoint of py(D;), and
ﬁ;j denotes A.

21



Table 4: Notations used in our proofs.

Notations ‘ Descriptions

¢ Cumulative corruption level.
G Metric quantifying the corruption level of rewards and next states (transition dynamics).
CZ/ Metric quantifying the corruption level of states and actions.
mu(+|s) | The behavior policy that is used to collect clean data.
7m5(+|s) | The behavior policy that is used to collect corrupted data.
mE(-|s) | The policy that we want to learn under clean data.
7r(-|s) | The policy that we are learning under corrupted data.
1oL (-|s) | The learned policy using IQL’s weighted imitation learning under clean data.
7ror(:|s) | The learned policy using IQL’s weighted imitation learning under corrupted data.

d™(s,a) | The probability density function associated with policy  at state s and action a.
Wi(p,q) | The Wasserstein-1 distance that measures the difference between distributions p and g.

qr The value distribution of the policy 7.
Z™(s) The random variable of the value distribution ¢™(-|s).
€1 KL divergence between mg and miqL, i.€., the standard imitation error under clean data.
€9 KL divergence between 7 and 77y, i.e., the standard imitation error under corrupted data.
Sn The midpoint of the probability density pg.
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Figure 4: Architecture of TRACER.

B TRACER Approach

B.1 Architecture of TRACER

On the actor-critic architecture based on IQL, our approach TRACER adds just one ensemble model
(Pgos P> Py, ) to reconstruct the data distribution and replace the function approximation in the critic
with a distribution estimation (see Figure d). Based on our experiments, this structure significantly
improves the ability to handle both simultaneous and individual corruptions.
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B.2 Implementation Details for TRACER

TRACER consists of four components: the actor network, the critic network, the value network, and
the observation model. We first implement the actor network for decision-making with a 3-layer MLP,
where the dimension of the hidden layers are 256 and the activation functions are ReLLUs. Then, we
utilize quantile regression [44] to design the critic networks and the value network, approximating
the distributions of the action-value function D and value function Z, respectively.

Specifically, for the action-value distribution, we use a function 2 : [0,1] — R? to compute
an embedding for the sampling point 7. Then, we can obtain the corresponding approximation
by D7(s,a) ~ f(g(s) ® h(7))s. Here, g : S — R? is the function computed by MLPs and
f : R% — RI4l is the subsequent fully-connected layers mapping g(s) to the estimated action-values
D(s,a) = f(g(s))q. For the approximation of the value distribution Z7 (s), we leverage the same
architecture. Note that the function h is implemented by a fully-connected layer, and the output
dimension is set to 256. We then use an ensemble model with K networks. Each network is a 3-layer
MLP, consisting of 256 units and ReLU activations. By using the ensemble model, we can construct
the critic network, using the quantile regression for optimization. Moreover, the value network
is constructed by a 3-layer MLP. The dimension of the hidden layers are also 256 and activation
functions are ReLUs.

The observation model uses an ensemble model with 3 neural networks. Each network is used to
reconstruct different observations in the offline dataset. It consists of two fully connected layers,
and the activation functions are ReLLUs. We apply a masked matrix during the learning process for
updating the observation model. Thus, each network in the observation model can use different input
data to compute Equations (7)), (8), and (), respectively.

Following the setting of [18]], we list the hyper-parameters of NV, K, and « for the approxmiation of
action-value functions, and « in the Huber loss in TRACER under random and adversarial corruption
in Table 5| and Table[6] respectively. Here, IV is the number of samples 7, and K is the number of
ensemble models.

Moreover, we apply Adam optimizer using a learning rate 1 x 1073, v = 0.99, target smoothing
coefficient 7 = 0.05, batch size 256 and the update frequency for the target network is 2. The
corruption rate is ¢ = 0.3 and the corruption scale is € = 1.0 for all experiments. For the loss function
of observation models, we use a linear decay parameter 7 from 0.0001 to 0.01 to trade off the loss
Liirst and Lgecona- We update each algorithm for 3000 epochs. Each epoch uses 1000 update times
following [56]. Then, we evaluate each algorithm in clean environments for 100 epochs and report

the average normalized return (calculated by 100 x —-Score—randomscore __y gyer four random seeds.
expert score—random score

Table 5: Hyper-parameters used for TRACER under the random corruption benchmark.

Environments | Corruption Types | N K « K
observation 32 5 025 0.1

action 32 5 025 0.1

Halfcheetah reward 32 5 0.25 0.1
dynamics 32 5 025 0.1

simultaneous 32 5 025 0.1

observation 32 5 025 0.1

action 32 5 025 0.1

Walker2d reward 32 5 0.5 0.1
dynamics 32 5 025 1.0

simultaneous 32 5 025 0.1

observation 32 5 0.25 0.1

action 32 5 025 0.1

Hopper reward 32 5 05 0.1
dynamics 32 5 025 0.1

simultaneous 32 5 025 0.1

CARLA | simultaneous | 32 5 0.25 0.1
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Table 6: Hyper-parameters used for TRACER under the adversarial corruption benchmark.

Environments | Corruption Types | N K « K
observation 32 5 0.1 0.1
action 32 5 0.1 0.1
Halfcheetah reward 32 5 0.1 0.1
dynamics 32 5 0.1 0.1
simultaneous 32 5 0.25 0.1
observation 32 5 0.25 1.0
action 32 5 0.1 1.0
Walker2d reward 32 5 0.1 0.1
dynamics 32 5 025 0.1
simultaneous 32 5 0.25 0.1
observation 32 5 0.25 0.5
action 32 5 0.25 0.1
Hopper reward 32 5 05 0.1
dynamics 32 5 05 0.1
simultaneous 32 5 0.5 0.001

C Detailed Experiments

C.1 Details of Data Corruptions

We follow the corruption settings proposed by [18]], applying either random or adversarial corruptions
to each element of the offline data, namely state, action, reward, and dynamics (or “next-state”),
to simulate potential attacks that may occur during the offline data collection and usage process in
real-world scenarios. We begin with the details of random corruption below.

* Random observation corruption. We randomly sample ¢% transitions (s, a, r, s’) from the
offline dataset, and for each of these selected states s, we add noise to form § = s+ - std(s),
where A\ ~ Uni form[—e, e]dS, c is the corruption rate, € is the corruption scale, dg refers to

the dimension of states and std(s) represents the d,-dimensional standard deviation of all

states in the offline dataset.

* Random action corruption. We randomly sample ¢% transitions (s, a,, s’) from the
offline dataset, and for each of these selected actions a, we add noise to forma = a + A -
std(a), where A ~ Uniform|[—e,e]%, d, refers to the dimension of actions and std(a)
represents the d,-dimensional standard deviation of all actions in the offline dataset.

* Random reward corruption. We randomly sample ¢% transitions (s, a,r, s") from the
offline dataset, and for each of these selected rewards 7, we modify it to # = Uni form[—30-
€, 30 - €]. We adopt this harder reward corruption setting since [81]] has found that offline RL
algorithms are often insensitive to small perturbations of rewards.

* Random dynamics corruption. We randomly sample ¢% transitions (s, a,r,s’) from
the offline dataset, and for each of these selected next-step states s’, we add noise to form
s' = s+ \-std(s'), where A\ ~ Uni form[—e, e]%", d refers to the dimension of next-step
states and std(s’) represents the d,/-dimensional standard deviation of all next states in the
offline dataset.

The harder adversarial corruption settings are detailed as follows:

* Adversarial observation corruption. To impose adversarial attack on the offline dataset, we
first need to pretrain an EDAC agent with a set of (), functions and a policy function 7, using
clean dataset. Then, we randomly sample ¢% transitions (s, a, 7, s’) from the offline dataset,
and for each of these selected states s, we attack it to form 8 = mincp,(s,)@Qp (8, a). Here,
Ba(s,e) = {5]|§ — s| < e- std(s)} regularizes the maximum difference for each state
dimension.
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* Adversarial action corruption. We randomly sample ¢% transitions (s, a,r, s") from the
offline dataset, and for each of these selected actions a, we use the pretrained EDAC agent
to attack it to form & = mingep, (a,e)@p (s, a). Here, By(a, €) = {al|a — a| < € - std(a)}
regularizes the maximum difference for each action dimension.

* Adversarial reward corruption. We randomly sample ¢% transitions (s, a,r, s’) from
the offline dataset, and for each of these selected rewards r, we directly attack it to form

7 = —e X r without any adversarial model. This is because that the objective of adversarial
reward corruption is 7 = minzep(r ) © + YE[Q(s',a’)]. Here B(r,e) = {7 | [? — 7| <
(14+€)-rmax | regularizes the maximum distance for rewards. Therefore, we have # = —e X 7.

* Adversarial dynamics corruption. We randomly sample ¢% transitions (s, a,r, s") from
the offline dataset, and for each of these selected next-step states s’, we use the pretrained

EDAC agent to attack it to form ' = Ming cp, (s E)Qp(‘;/» mp(s’)). Here, By(s',€) =

{s'||s" — §'| < e- std(s")} regularizes the maximum difference for each dimension of the
dynamics.

The optimization of the above adversarial corruptions are implemented through Projected Gradient
Descent [53,154]. Taking adversarial observation corruption for example, we first initialize a learnable
vector z € [—¢,€]%, and then conduct a 100-step gradient descent with a step size of 0.01 for
§ = s+ z - std(s), and clip each dimension of z within the range [—e, €] after each update. For action
and dynamics corruption, we conduct similar operation.

Building upon the corruption settings for individual elements as previously discussed, we further
intensify the corruption to simulate the challenging conditions that might be encountered in real-world
scenarios. We present the details of the simultaneous corruption below:

* Random simultaneous corruptions. We sequentially conduct random observation corrup-
tion, random action corruption, random reward corruption, and random dynamics corruption
to the offline dataset in order. That is to say, we randomly select ¢% of the transitions each
time and corrupt one element among them, repeating four times until states, actions, rewards,
and dynamics of the offline dataset are all corrupted.

* Adversarial simultaneous corruptions. We sequentially conduct adversarial observation
corruption, adversarial action corruption, adversarial reward corruption, and adversarial
dynamics corruption to the offline dataset in order. That is to say, we randomly select ¢%
of the transitions each time and attack one element among them, repeating four times until
states, actions, rewards, and dynamics of the offline dataset are all corrupted.

C.2 Details for CARLA

We conduct experiments in CARLA from D4RL benchmark. We use the clean environment ’*CARLA-
Lane-v0’ to evaluate IQL, RIQL, and TRACER (Ours). We report each mean result with the standard
deviation in the left of Figure [2] over four random seeds for 3000 epochs. We apply the random
simultaneous data corruptions, where each element in the offline dataset (including states, actions,
rewards, and next states) may involve random noise. We follow the setting in Section[4.2] using the
corruption rate ¢ = 0.3 and scale ¢ = 1.0 in the CARLA task. The results in the left of Figure 2] show
the superiority of TRACER in the random simultaneous corruptions. We provide the hyperparameters
of TRACER in Table

C.3 Additional Experiments and Analysis
C.3.1 Results Comparison between TRACER and RIQL under Individual Corruptions

In Tables [2]and [3] of the main text, we adhered to commonly used settings for individual corruptions
in corruption-robust offline RL. We directly followed hyperparameters from RIQL (i.e., x for huber
loss, the ensemble number K, and « in action-value functions, see Tables E] and E]) Results show
that TRACER outperforms RIQL in 18 out of 24 settings, demonstrating its robustness even when
aligned with RIQL’s hyperparameters.

Further, we explore hyperparameter tuning, specifically of x, on Hopper task to improve TRACER’s
performance. This results in TRACER outperforming RIQL in 7 out of 8 settings on Hopper, up
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Figure 5: We report the smoothed curves of mean of entropy values for each batch in >Walker2d-
medium-replay-v2’ and 'Halfcheetah-medium-replay-v2’ under adversarial and random simultaneous
data corruptions.

Table 7: Average results and standard errors with 2 seeds and 64 batch sizes in Hopper-medium-
replay-v2 task for hyperparameter tuning.

Random Dynamics  Random Dynamics = Random Dynamics = Random Dynamics
01

k= 0. k=0.1 k=0.5 k=1.0
TRACER (Ours) | 52.6 £0.9 57.5 £13.0 45.1 £10.5 44.0 £ 6.5
Adversarial Reward Adversarial Reward Adversarial Reward Adversarial Reward
k= 0.01 k=0.1 k=0.5 k=1.0
TRACER (Ours) | 82.2 + 0.1 61.3+0.8 567+t 1.6 51.3+2.1

from 5 settings (see Tables[7]and [8). The further improvement highlights TRACER's potential to
achieve greater performance gains.

Based on Table[7] we find that TRACER requires low « in Huber loss, using L1 loss for large errors.
Thus, TRACER can linearly penalize corrupted data and reduce its influence on the overall model fit.

C.3.2 Additional Experiments

We further conduct experiments on two AntMaze datasets and two additional Mujoco datasets,
presenting results under random simultaneous corruptions in Table[9]

Each result represents the mean and standard error over four random seeds and 100 episodes in clean
environments. For each experiment, the methods train agents using batch sizes of 64 for 3000 epochs.
Building upon RIQL, we apply the experiment settings as follows. (1) For the two Mujoco datasets,
we use a corruption rate of ¢ = 0.3 and scale of ¢ = 1.0. Note that simultaneous corruptions with
¢ = 0.3 implies that approximately 76.0% of the data is corrupted. (2) For the two AntMaze datasets,
we use the corruption rate of 0.2, corruption scales for observation (0.3), action (1.0), reward (30.0),
and dynamics (0.3).
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Table 8: Average results and standard errors with 2 seeds and 64 batch sizes in Hopper-medium-
replay-v2 task under individual corruptions.

| Random Observation Random Action Random Reward Random Dynamics
624+ 1.8 90.6 £5.6 84.8 +13.1 51.5+8.1
TRACER (Raw) 62.7 £ 8.2 92.8 2.5 857+ 14 49.8+5.3
TRACER (New) - - - 53.8 £13.5
| Adversarial Observation Adversarial Action Adversarial Reward Adversarial Dynamics
50.8 £ 7.6 63.6+17.3 65.8 £9.8 65.7 + 21.1
TRACER (Raw) 64.5 + 3.7 67.2+ 3.8 643+ 1.5 61.1+62
TRACER (New) - - 71.7 +5.3 -

Table 9: The average scores and standard errors under random simultaneous corruptions.

| AntMaze-Medium-Play-v2 ~ AntMaze-Medium-Diverse-v2 ~ Walker2d-Medium-Expert-v2  Hopper-Medium-Expert-v2

IQL 0.0+0.0 0.0+0.0 20.6 £3.4 1.4+£03
RIQL 0.0+0.0 0.0+0.0 23.6£4.3 39+1.38
TRACER 7.5+3.7 6.6 +1.4 47.0 + 6.6 555+29

The results in Table [9]show that TRACER significantly outperforms other methods in all these tasks
with the aforementioned AntMaze and Mujoco datasets.

C.4 Details for Evaluation and Ablation Studies

C.4.1 Evaluation for Robustness of TRACER across Different Scales of Corrupted Data

Theorem[A.4]shows that the higher the scale of corrupted data, the greater the difference in action-
value distributions and the lower the TRACER’s performance. Thus, we further conduct experiments
to evaluate TRACER across various corruption levels. Specifically, we apply different corruption rate
c in all four elements of the offline dataset. We randomly select ¢% of transitions from the dataset
and corrupt one element in each selected transition. Then, we repeat this step four times until all
elements are corrupted. Therefore, approximately 100 - (1 — (1 — ¢)*)% of data in the offline dataset
is corrupted.

In Table we evaluate TRACER using different ¢%, including 10%, 20%, 30%, 40%, and 50%.
These rates correspond to approximately 34.4%, 59.0%, 76.0%, 87.0%, and 93.8% of the data being
corrupted. The results in Table [I0] demonstrate that while TRACER is robust to simultaneous
corruptions, its scores depend on the extent of corrupted data it encounters.

C.4.2 Details for Evaluation of the Entropy-based Uncertainty Measure

In Figure[5] we additionally report the entropy values
of TRACER with and without using entropy-based
uncertainty measure, corresponding to Figure [3] The
curves illustrate that TRACER using entropy-based
uncertainty measure can effectively regulate the loss
associated with corrupted data, reducing the influ-
ence of corrupted samples. Therefore, the estimated
entropy values of corrupted data can be higher than
those of clean data.

Walker2d-Medium-Replay-v2

TRACER Using Entro
TRACER NOT using Entro
DRIQL

|
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C.4.3 Ablation Study for Bayesian Inference

[

We conduct experiments of TRACER and TRACER
without Bayesian inference, i.e., RIQL combined
with distributional RL methods, namely DRIQL. The Figure 6: Results and standard errors under
experiments are on *Walker2d-medium-replay-v2’ random simultaneous corruptions.

under random simultaneous data corruptions. We

employ the same hyperparameters of Huber loss for

these methods, using & = 0.25 and x = 1.0.

We report each mean result with the standard deviation in Figure[6] Each result is averaged over four
seeds for 3000 epochs. These results show the effectiveness of our proposed Bayesian inference.
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Table 10: Results in Hopper-medium-replay-v2 under various random simultaneous corruption levels.

Corrupt rate ¢ 0.1 0.2 0.3 0.4 0.5
corrupted data/all data | = 34.4% ~ 59.0% ~ 76.0% ~87.0%  ~93.8%
RIQL ‘ 439+ 103 559+£57 2254100 21.6+62 156+1.8
TRACER (Ours) 796 £35 640+£30 288+7.1 259422 19.7+1.2

D Compute Resource

In this subsection, we provide the computational cost of our approach TRACER.

For the MuJoCo tasks, including Halfcheetah, Walker2d, and Hopper, the average training duration
is 40.6 hours. For the CARLA task, training extends to 51 hours. We conduct all experiments on
NVIDIA GeForce RTX 3090 GPUs.

To compare the computational cost, we report the average epoch time on Hopper in Table[TT] where
results of baselines (including DT [82]]) are from [18]]. The formula for computational cost is:

avg_epoch_time_of RIQL_in_[18]
avg_epoch_time_we_run_RIQL

x avg_epoch_time_we_run_TRACER.

Note that TRACER requires a long epoch time due to two main reasons:

1. Unlike RIQL and IQL, which learn one-dimensional action-value functions, TRACER
generates multiple samples for the estimation of action-value distributions. Following [43],
we generate 32 samples of action values for each state-action pair.

2. TRACER uses states, actions, and rewards as observations to update models, estimating the
posterior of action-value distributions.

Table 11: Average epoch time.

Algorithm | BC DT EDAC MSG CQL IQL RIQL TRACER (Ours)
Times (s) | 3.8 289 14.1 120 228 8.7 9.2 19.4

E More Related Work

Online RL. In general, standard online RL fall into two categories: model-free RL [83185] and
model-based RL [86,[71]]. In recent years, RL has achieved great success in many important real-
world decision-making tasks [87H93]]. However, the online RL methods still typically rely on active
data collection to succeed, hindering their application in scenarios where real-time data collection is
expensive, risky, and/or impractical. Thus, we focus on the offline RL paradigm in this paper.

F Code

We implement our codes in Python version 3.8 and make the code available online ﬂ

G Limitations and Negative Societal Impacts

TRACER’s performance is related to the extent of corrupted data within the offline dataset. Although
TRACER consistently outperforms RIQL even under conditions of extensive corrupted data (see
Table [T0), its performance does degrade as the corruption rate (i.e., the extent/scale of corrupted data)
increases. To tackle this problem, we look forward to the continued development and optimization of
corruption-robust offline RL with large language models, introducing the prior knowledge of clean
data against large-scale or near-total corrupted data. Thus, this corruption-robust offline RL can
perform well even when faced with large-scale or near-total corrupted data in the offline dataset.

“https://github.com/MIRALab-USTC/RL-TRACER
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This paper proposes a novel approach called TRACER to advance the field of robustness in offline RL
for diverse data corruptions, enhancing the potential of agents in real-world applications. Although
our primary focus is on technical innovation, we recognize the potential societal consequences of our
work, as robustness in offline RL for data corruptions has the potential to influence various domains
such as autonomous driving and the large language model field. We are committed to ethical research
practices and attach great importance to the social implications and ethical considerations in the
development of robustness research in offline RL.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We provide our main claims in the abstract and introduction.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide the limitations of this work in Appendix |G| and the second
paragraph of Section [6]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We present all assumptions and proofs in Appendix [A]
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide detailed information of the hyperparameters and implementation
of our approach (see Appendix [B.2)) to facilitate the reproduction of our main results. We
also provide the detailed experiment settings in Section [.T]and Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Justification: We provide the data and code in Appendix [} which can also be found in the
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
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* The instructions should contain the exact command and environment needed to run to
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versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report standard deviations and standard errors for all results in the main
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* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
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didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: Our research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: NA.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: All our experiment data is open source.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: NA.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: NA.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: NA.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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