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Abstract. Agent-Based Simulations (ABS) offer a powerful approach
for analyzing how individual agents’ decisions and interactions within
networked systems lead to system outcomes. ABS have been widely used
across various fields, including in the study of the spread of diseases and
(mis)information. However, traditional ABS platforms, such as NetLogo
and Repast, simplify models by assuming a single network of interactions
between agents. In reality, agents’ interactions are typically multi-layered
(i.e., involve multiple interconnected networks that influence agents’ deci-
sions). To address this limitation, we developed MultiRepast4py, a multi-
layer simulation tool extending the simulation capabilities of Repast4py.
Our framework enables simulations on multilayer networked systems by
efficiently reconstructing network data and utilizing agent attributes, al-
lowing agents to dynamically access multilayer connections during simu-
lation. By maintaining Repast4py’s scalability and minimizing memory
overhead, MultiRepast4py ensures high performance for large-scale sim-
ulations. Through simulation examples on the spread of information in
social networks, we showcase how MultiRepast4py can enable more com-
prehensive agent-based simulations, guiding improved predictions and
interventions.
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1 Introduction

Agent-based models and simulations have become a widely used computational
approach for analyzing how the behavior and interactions of autonomous agents
give rise to complex, system-level outcomes [20]. In an agent-based simulation
(ABS), agents are first endowed with a set of attributes and decision-making
heuristics. The simulation then allows these agents to interact repeatedly over
time, with their interactions governed by an interaction topology (referred to
here as a network). By running large-scale experiments in a cost-effective way,
ABS enable researchers to analyze how various “micro”-scale assumptions on
agents (e.g., their movement patterns, their propensity to catch a disease, or
adopt an opinion), as well as different interventions to change agents’ behavior
or their network (e.g., limiting agents’ exposure to content on social networks, or
isolation/vaccination strategies), can (collectively) alter the “macro” outcomes
(e.g., spread of a disease or misinformation).
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There currently exist several commonly used simulations platforms for ABS,
built on different programming languages and offering different levels of cus-
tomization; these include NetLogo [28], Repast [9], MASON [19], FLAME [16],
and Swarm [21]; we refer the interested reader to [18] for a comparison of (some
of) these platforms. The versatility of ABS and the accessibility of these plat-
forms has led to the wide use of ABS by researchers in many fields. For instance,
ABS have been leveraged to gain insights into COVID-19 dynamics and inter-
ventions [15], healthcare resource management [7], spatio-temporal dynamics
of crime [24], supply chain management [14], and policy design in labor mar-
kets [10]. The capabilities of these platforms have also been extended in several
directions, including by integrating micro-findings from human subject exper-
iments into agents’ decision models [27], advocating for data-driven ABS [23],
and developing strategies for scaling-up to accommodate data-intensive simula-
tions [3].

The gap. Despite their widespread use and recent advances, existing ABS plat-
forms assume that agents’ interactions occur within a single interaction topol-
ogy/network (e.g., they account for the spread of misinformation over one social
network, or the spread of a disease over one mode of interaction). However, there
exist many settings, including in the study of disease spread and information
dynamics, where this approach overlooks the complexities of intersectionality of
humans - how an individual’s experiences and outcomes can be shaped by their
multiple social identities and networks. For instance, individuals with accounts
on two social media platforms (e.g., TikTok and Instagram) follow, and are fol-
lowed by, different accounts on each platform, can cross-post the same content
on both platforms, and may further use these platforms at differing frequencies
and for different purposes; studying the spread of (mis)information on any one
of these platforms in isolation would fail to capture these nuances. Similarly, a
family network and a workplace network may differ in size, interaction frequency,
and types of interactions, yet both can significantly influence an individual’s ex-
posure to a disease; isolation or vaccination policies that do not explicitly account
for these differences may therefore be suboptimal.

Multilayer networks. For the situations described above, and other similar con-
texts, multilayer networks have been proposed as a model to simultaneously
account for the multiple modalities of interactions between agents; see [4, 17, 1,
25, 5] for surveys of this field. The study of multilayer networks, as opposed to the
study of their constituent single-layer networks in isolation, can offer a nuanced
understanding of how the “micro” differences between the various modalities of
interactions (ranging from the agents’ attributes on each network, to the differ-
ences in each network’s topology, to the frequency with which agents are actively
interacting with others in each network) impact macro outcomes. Existing works
have used the formalism of multilayer networks to study game theoretical de-
cision making over multiple interaction/information modalities (e.g., [26, 13, 2,
11]), to evaluate the resilience of networks of networks against failures or at-
tacks, often by studying percolation (e.g., [6, 12, 30, 22, 31, 32, 4]), and to analyze
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dynamical processes on interacting networks (such as diffusion and spreading
processes) to identify the critical thresholds for an outbreak (in epidemic mod-
eling) or consensus (in the study of opinion dynamics) on these networks (e.g.,
[29, 33, 4]). Despite the broad applicability of multilayer network models and the
increasing body of research dedicated to them, to the best of our knowledge,
no existing agent-based simulation platform supports multilayer networks. This
limitation confines both current and potential future research to smaller-scale,
custom-built simulation environments. While experiments involving multilayer
systems have been conducted, they all require researchers to develop their own
frameworks, as no platform currently offers native support for such models.

Our contributions. To address these limitations, we have developed
MultiRepast4py, a multilayer agent-based simulation framework. This frame-
work builds on an existing ABS simulation platform (specifically, Repast4py
[9]), enabling researchers to model complex, multilayered interactions without
needing extensive programming skills, making it accessible to researchers across
various disciplines. The framework’s design maintains Repast4py platform’s flex-
ibility and scalability, which can enable leveraging High-Performance Computing
(HPC) resources for large-scale (multilayer) simulations. It is also prepared for
integration with data-driven approaches, allowing researchers to easily incorpo-
rate real-world data into their models.

In more detail, our framework makes the following key contributions:

1. Multilayer Agent-Based Simulation Capability: MultiRepast4py in-
troduces the ability to run multilayer agent-based simulations by building
on the established Repast4py platform. This bridges a crucial gap in ABS
technology, allowing for more nuanced and realistic modeling of complex
systems where agents interact across multiple interconnected networks.

2. Scalability and Flexibility: MultiRepast4py retains all the features that
make the Repast suite powerful, including its renowned scalability and flex-
ibility. This ensures that researchers can tackle large-scale, complex simula-
tions without sacrificing computational efficiency.

3. Seamless Integration: MultiRepast4py seamlessly integrates with
Repast4py, requiring minimal modifications to model logic. By reconstruct-
ing network files, users need only add one attribute to their agents to access
multilayer connections during simulation. This design ensures accessibility
for users familiar with the Repast family.

4. Opportunities for Customization: MultiRepast4py is developed in
Python, and remains open to additional features and enhancements. This
includes the potential for incorporating data-driven models, further increas-
ing the framework’s relevance and applicability in an era of big data.

Illustration through simulation studies. To demonstrate the practical utility of
MultiRepast4py, we present a case study analyzing rumor propagation across
interconnected social networks. This is done through two complementary simu-
lations: a reduced-scale proof-of-concept and a full-scale validation. The study
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builds upon Repast4py’s single-layer rumor model, explicitly demonstrating how
to enhance conventional agent-based simulations with multilayer capabilities.
The layers represent distinct social media platforms with unique network topolo-
gies (Erdős-Rényi random graphs) and interaction patterns. Through parame-
terized layer configurations, we model critical real-world phenomena like cross-
platform connectivity and varying interaction frequencies – features impossible
to capture in single-layer ABS. Our small-scale experiment reveals how nodes
with balanced cross-layer connectivity (combined degree centrality = 7) out-
perform those with superior single-layer positions, while the large-scale exten-
sion demonstrates persistent multilayer effects in more realistic networks (50,000
nodes per layer). By comparing single-layer versus multilayer seeding strategies,
we empirically validate that ignoring platform interdependence leads to subop-
timal diffusion predictions – a critical limitation for social media analytics. The
seamless scaling from 25 to 50,000 agents per layer further demonstrates our
framework’s computational feasibility, executing efficiently on consumer-grade
hardware. This case study exemplifies how MultiRepast4py enables researchers
to 1) convert existing single-layer models into multilayer systems and 2) identify
emergent phenomena arising from cross-layer interactions.

2 Multilayer Networks

We model multilayer networks as structures consisting of multiple single-layer
networks connected together, with each layer corresponding to a particular type
of social relation, mode of interaction, or information channel, between agents.

Formally, each layer α of a multilayer network is a network represented by a
graph Gα =< Nα,Aα >, where Nα denotes the set of agents in layer α and Aα

denotes the intra-network adjacency matrix. An agent m ∈ Nα could be, e.g.,
an individual in a social network. An edge aαmn ∈ Aα represents the dependency
between agents m and n in Gα, and can capture, e.g., the exchange of information
(in-person or virtual). We assume that interactions are undirected and weighted
(reflecting mutual dependencies, but with potentially different strengths).

In addition, as these layers do not operate in isolation, there exist connections
between nodes in different layers, captured using an inter-network adjacency
matrix Bα,β ∈ RNα×Nβ

. An edge bα,βmn ∈ Bα,β indicates that the decisions made
by agent m in Gα are linked to those of agent n in Gβ . In this paper, we focus on
the case of an identity inter-network adjacency matrix. These matrices capture
a special case of multilayer networks in which the different layers consist of the
same set of nodes/agents, but where the nature of the relation between the nodes
being different in each layer; these are also referred to as multiplex networks in the
literature [4]. Multiplex networks are primarily used when agents have access to
different communication or interaction modalities. Examples include the spread
of social influence campaigns between social networks (e.g. Twitter in layer α
and Facebook in layer β), or the spread of diseases as individuals interact with
others in both their family (layer α) and work (layer β) networks.
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Fig. 1. An example of a multilayer network, and its intra-layer and inter-layer adja-
cency matrices.

An illustration of a multilayer network is shown in Figure 1. As illustrated
in the figure, the inter-network and intra-network adjacency matrices can be
collected into a single “supra-adjacency” matrix Ā. One might then propose that
the interactions of agents can be viewed as happening over a single-layer net-
work with adjacency matrix Ā. We note, however, that the multilayer network is
different from this single-layer network with adjacency matrix Ā. First, a multi-
layer model can impose different structural properties on the adjacency matrices
in each layer, and enables us to investigate their impact on emergent phenom-
ena accordingly. For example, real-world data can be used to learn the different
structural properties of two social networks separately, and allow for each to be
reflected independently in the ABS environment. Further, disturbances or infor-
mation from a node may spread within each layer following a different process,
and at a different time scale. For instance, individuals may interact with their
co-workers during the week, and with their extended family and friends over the
weekend; they may also engage in different activities with each group, therefore
impacting the likelihood of the spread of a disease between them in each context
differently. Lastly, multilayer network simulations allow us to distinguish how
regulators can propose and enact interventions in each layer.

3 MultiRepast4py: A Multilayer ABS Framework

Given the limitations of traditional ABS platforms and the importance of incor-
porating multilayer functionalities, our objective is to create ABS tools that
enable agent-based simulations over multilayer networks. In this section, we
first outline our evaluation of existing simulation platforms to identify those
best suited for developing and implementing a multilayer ABS framework (Sec-
tion 3.1). We then provide details on our implementation of MultiRepast4py,
and outline the main challenges that were addressed (Section 3.2).

3.1 Platform Selection and Rationale

As noted in the introduction, there exist several widely used platforms for ABS,
built on different programming languages; these include NetLogo [28], Repast
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[9], MASON [19], FLAME [16], and Swarm [21], and their extensions. Among
these, NetLogo is the highest-level platform, with a relatively simple program-
ming language and a well-developed graphical interface; however, while NetLogo
offers robust features for certain applications (e.g., grid-based ABMs), it presents
limitations for highly specialized or complex simulations. The remaining plat-
forms (e.g., Repast, MASON, Swarm) provide a framework (a set of concepts for
describing an agent-based model and the required simulation components) along
with a software library (implementations of the framework using customized sim-
ulation tools). While these require additional programming skills, they facilitate
customization, as well as integration with a wide range of data analysis and
machine learning libraries to enable data-driven ABS. Our focus in this work
is similarly on developing a framework and library for multilayer ABS, while
maintaining the flexibility for customization and data-driven implementations.

Accordingly, Repast4py [8], a Python-based member of the Repast Suite, was
chosen as the development platform for the following reasons:

1. Scalability : Repast4py simplifies the construction of large-scale ABMs that
can be distributed across multiple processing cores using MPI, enabling ef-
ficient execution of complex simulations.

2. Flexibility : The platform’s dynamic simulation step capabilities, facilitated
by the scheduling feature, enables a high degree of customization, ensuring
the seamless implementation of our multilayer approach.

3. Extensibility : Built on Python, Repast4py inherently supports integration
with a wide range of data analysis and machine learning libraries, facilitating
data-driven modeling and future expansions.

3.2 Implementation Details

The multilayer functionality in MultiRepast4py is implemented through a struc-
tured process that embeds each agent’s multilayer edges into a unified data struc-
ture. Specifically, connections from the network files are mapped using the node
identifiers (node_id) defined in the first file, ensuring consistent agent identifi-
cation across all layers.

Each agent is associated with its own shadow_data, a list of dictionaries
where each dictionary corresponds to a specific layer and stores that agent’s
outgoing edges for that layer. This design enables efficient differentiation of inter-
layer connections while maintaining a cohesive representation for each agent.

The implementation is organized into four sequential stages, each addressing
a critical aspect of our multilayer simulation framework. First, multilayer net-
work files are parsed and merged into a unified structure, creating a cohesive
representation of all layers. Second, edge data is transformed—compressed and
encoded—to satisfy the Repast4py’s network file format requirements while en-
hancing memory efficiency. Third, agents are initialized by reconstructing their
multilayer connections from the processed data, enabling a decentralized setup
that supports parallel execution. Finally, the simulation step function is adapted
to allow layer-specific interactions, ensuring that each simulation cycle accurately
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reflects the dynamics of the corresponding layer. Together, these stages facilitate
efficient memory usage and scalable parallel processing while preserving the es-
sential semantics of multilayer networks. The following sections provide detailed
explanations of each component.

Network File Parsing. In this stage, multiple network files are provided as in-
put, each representing a layer. The file contains agent information in the form of
unique identifiers (UIDs): (node_id, agent_type, and rank) and the edge con-
nections between nodes. These network files can be generated using Repast4py’s
write_network function. The parsing process constructs a data structure where
each agent maintains a list of dictionaries representing its outgoing edges, in-
dexed by layer:

[{(uid) : edge_weight, . . . }, . . . ]
By storing outgoing edges as agent attributes, the model achieves greater de-
centralization, thereby reducing the need for message passing between ranks. A
list of dictionaries is employed instead of a nested dictionary because, in most
cases, the number of layers remains fixed, making a list a more memory-efficient
choice. However, at the layer level, edges may be dynamically added or modified,
justifying the use of a dictionary structure for efficient access and updates.

Data Compression & Encoding. Outgoing edge lists for agents cannot be
directly stored in Repast4py network files, as the framework’s network file format
prohibits nested data structures and requires string-based keys (e.g., connection
tuples must be formatted as strings). To ensure compatibility with Repast4py’s
network serialization requirements, edge data undergoes a four-step transforma-
tion:

1. Stringification: Tuple keys are converted to strings for JSON compatibility.
2. UTF-8 Encoding: Encode JSON-serialized structure with UTF-8.
3. zlib Compression: Reduce storage overhead using zlib compression
4. Base64 Encoding: Convert compressed bytes to an ASCII-safe string via

Base64 to avoid file encoding conflicts.

The final encoded string is stored in the following format

{"data" : "[Base64 string]"}

Agent Initialization. During the agent initialization phase, the read_network
function is invoked to load the modified network file. A custom agent creation
function is then employed to decode the JSON-encoded attribute, restoring it
to its original list-of-dictionaries format. This approach allows the initialization
process to be executed in parallel across multiple ranks, as each agent indepen-
dently retrieves and reconstructs its respective edge data. Consequently, each
agent gains access to its outgoing edges across all layers while maintaining a
scalable structure.
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Algorithm 1 Multi-Layer Network Reconstruction
Require: List of network file paths file_paths
Ensure: Unified network file with compressed multi-layer edges

Parsing Phase
1: procedure ReconstructNetworkFiles(file_paths)
2: num_layers← len(file_paths)
3: node_info← {}, all_nodes← ∅
4: agents← defaultdict(λ : [{} for _ in range(num_layers)])
5: for layer_index, file_path in file_paths do
6: lines← ReadContents(file_path)
7: directed← ParseHeader(lines[0])
8: found_edges← False
9: for line in lines[1 :] do

10: if not found_edges then
11: if line.strip() = "EDGES" then
12: found_edges← True
13: Continue
14: end if
15: if layer_index = 0 then
16: Parse node_id, agent_type, rank ← line
17: node_info[node_id]← (node_id, agent_type, rank)
18: all_nodes.add(node_id)
19: end if
20: else
21: Parse edge (u, v, weight)← line
22: agents[u][layer_index][v]← weight
23: if not directed then
24: agents[v][layer_index][u]← weight
25: end if
26: end if
27: end for
28: end for

Compression Phase
29: compressed_edges← []
30: for node_id in sorted(all_nodes) do
31: uid← node_info[node_id]
32: edge_dict← agents[node_id]
33: compressed← CompressEdges(edge_dict)
34: compressed_edges.append(compressed)
35: end for

File Writing Phase
36: Create copy of base file (First file in list)
37: Inject compressed_edges {′data′ : compressed_edges} as node attributes
38: Write modified content to new file
39: end procedure
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Modify Step function. The multilayer simulation is facilitated through
Repast4py’s scheduling mechanism. To enable multilayer simulations, a modified
step function is defined in MultiRepast4py, which accepts a layer parameter to
specify the active layer for a given simulation step. The function determines
whether an agent participates in a particular layer by checking the presence of
outgoing edges within that layer. The spreading process is then executed by it-
erating over the agent’s outgoing edges in the specified layer, allowing users to
define custom propagation mechanisms. Specifically, an agent’s list of neighbors
can be retrieved using:

Agent.shadow_data[layer].keys()

If an agent has no outgoing edges in a given layer, this function returns an empty
list, otherwise, it returns a list of tuple(uids).

4 Experimental Demonstration

To demonstrate the capabilities of our multilayer simulation framework, we
present a case study focused on information dynamics – specifically, rumor prop-
agation. This topic is commonly explored in agent-based simulations and serves
as an excellent example to highlight the advantages of our multilayer approach.

This case study is based on modifications of existing demo, Tutorial 2 -
The Rumor Network Model from Repast4py. We selected this example to better
illustrate the process of transforming a single-layer ABS into a multilayer ABS.
The simulation was executed on an Apple M2 chip with 8GB RAM, showing
that our framework is accessible on standard computing platforms.

4.1 Multilayer Analysis of Rumor Propagation Through
Cross-Platform Interaction

This case study demonstrates how multilayer network simulations reveal propa-
gation dynamics that conventional single-layer analyses cannot capture, partic-
ularly through the mechanism of cross-platform information diffusion.

Model Configuration. We implement a two-layer multiplex network model
where each layer contains 25 nodes representing individuals active on distinct so-
cial platforms. The experimental configuration employs a reduced-scale network
to enable clear demonstration of multilayer interaction effects, with larger-scale
validation presented in Section 4.2.

– Network Topology: Both layers’ connections are generated via Erdős-
Rényi random graphs(G(n, p) model, n = 25, p = 0.1), producing sparse
networks with average degree k = 2.5. This model was selcted for its sim-
plicity, controllability, and reproducibility.

– Agent State Model: Each agent has the following attribute
• received_rumor: Binary state (0=uninformed, 1=informed)
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• shadow_data: Multilayer adjacency list storing intra-layer connections

Propagation Dynamics. The rumor dissemination process operates as:

1. Both layer activates at each time step
2. Within the activate layer, Informed nodes attempt transmission to adjacent

uniformed neighbors
3. Per-contact infection probability β = 0.005
4. New informed nodes participate in next spreading cycle

Simulation Protocol. We execute 100 Monte Carlo replications for each of 25
network seeds, yielding 2,500 independent simulations (100 time steps each). All
results present ensemble averages with stochastic effects mitigated through this
extensive sampling.

Combined Degree Centrality. For a multilayer network with L layers, the
combined degree centrality Ccombined

D of an agent m is defined as:

Ccombined
D (m) =

L−1∑

γ=0

1

Tγ
· Cγ

D(m), (1)

– Cγ
D(m) denotes the degree centrality of agent m in layer γ,

– Tγ is the execution interval of layer γ, specifying how frequently the layer is
active; it must be strictly positive (Tγ > 0).

Empirical Findings. Figure 2 demonstrates the propagation patterns for three
strategic seed nodes, quantified through cumulative adoption curves. Table 1
provides structural context through degree centrality measures.

Table 1. Node Centrality Measures Across Network Perspectives. Combined degree
centrality is calculated as the sum of intra-layer degree centralities, weighted by the
reciprocal of each layer’s activation interval (T0, T1 = 1).

Degree Centrality
Seed Node Layer 1 Layer 2 Combined
Agent 2 3 4 7
Agent 23 4 1 5
Agent 24 1 5 6

The propagation dynamics reveal several critical insights. Despite Agents 23
and 24 exhibiting maximal intra-layer centrality in their respective platforms
(Layer1 : CD = 4, Layer2 : CD = 5), Agent 2 demonstrates superior global
propagation efficiency (AUC = 365.65 vs 274.62 and 312.30) due to its cross-
platform connectivity (Combined CD = 7). This emergent property remains
invisible to single-layer analyses - traditional centrality metrics would priori-
tize Agents 23 and 24 as optimal seeds within their native platforms, overlook-
ing the critical role of inter-layer connectivity in system-scale diffusion. This
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Fig. 2. Rumor propagation across multilayer networks. Curves represent mean adop-
tion rates (N=100 simulations) for three seed nodes. Area Under Curve (AUC) values
quantify total propagation efficiency.

highlights the importance of multilayer network analysis, made possible by the
MultiRepast4py, in accounting for the impacts of different interacting networks
on global outcomes.

4.2 Large-Scale Validation of Multilayer Propagation Dynamics

To evaluate the scalability and robustness of our framework, we extend the analy-
sis presented in Section 4.1 by conducting a full-scale simulation of cross-platform
information diffusion. This experiment quantifies the persistence of multilayer
interaction effects in realistic network configurations and demonstrates the com-
putational feasibility of large-scale multilayer agent-based simulations.

Model Configuration. We implement a two-layer multiplex network with
50,000 agents per layer, preserving the structural consistency of the small-scale
demonstration while scaling the network parameters to reflect real-world social
platforms.

– Network Topology: Each layer is instantiated as an Erdős-Rényi random
graph(G(n, p)model, n = 50000, p = 0.0005), yielding networks with an av-
erage degree k = 25.

– Agent State Model: As described in Section 4.1.

Propagation Dynamics: As detailed in Section 4.1, we set β = 0.004 to
decelerate the spread, enhancing clarity and interpretability in the plot.

Simulation Protocol: We perform 100 Monte Carlo replications for each of
three network seeding strategies, resulting in 300 independent simulations (each
spanning 100 time steps). Seed nodes are selected according to three criteria:
– Top 10 degree centrality nodes in Layer 1 (single-layer perspective)
– Top 10 degree centrality nodes in Layer 2 (single-layer perspective)
– Top 10 combined degree centrality nodes (multilayer perspective)
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Fig. 3. Large-scale rumor propagation across Multilayer Networks. Curves depict the
mean adoption rates (N=100 simulations) across three seeding strategies.

Empirical Findings. Figure 3 illustrates the propagation trajectories for each
seeding strategy, with the Area Under the Curve (AUC) serving as a quantitative
measure of overall dissemination efficiency.

Although the absolute differences in AUC values are modest relative to those
observed in the small-scale demonstration, statistical analyses (t-test, Combined
vs. Layer 1, p-value: 0.0007) confirm that the disparities are significant. Notably,
the combined centrality seeds achieve approximately 10% greater population
penetration at key diffusion milestones compared to the single-layer strategies.
These findings underscore the importance of cross-platform connectivity in en-
hancing global diffusion efficiency in large networks.

5 Conclusion

We have developed MultiRepast4py, a multilayer agent-based simulation frame-
work. This framework builds on an existing ABS simulation platform (specifi-
cally, Repast4py [9]) enabling researchers to model complex, large-scale, mul-
tilayered interactions without needing extensive programming skills, making it
accessible to researchers across various disciplines. We used simulations studies
on rumor spreading to highlight the advantages of our multilayer approach. Our
use cases were selected from existing ABS on single-layer networks, to further
illustrate the process of transitioning from single-layer to multilayer ABS using
our proposed platform. As noted in the introduction, our framework has the
potential to be integrated with data analysis techniques to enable data-driven
(multilayer) ABS; we view this as an important directions of future work.
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