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Abstract

The mainstream media has much leeway in
what it chooses to cover and how it covers it.
These choices have real-world consequences on
what people know and their subsequent behav-
iors. However, the lack of objective measures
to evaluate editorial choices makes research
in this area particularly difficult. In this pa-
per, we argue that there are newsworthy topics
where objective measures exist in the form of
supporting data and propose a computational
framework to analyze editorial choices in this
setup. We focus on the economy because the
reporting of economic indicators presents us
with a relatively easy way to determine both
the selection and framing of various publica-
tions. Their values provide a ground truth of
how the economy is doing relative to how the
publications choose to cover it. To do this, we
define frame prediction as a set of interdepen-
dent tasks. At the article level, we learn to
identify the reported stance towards the general
state of the economy. Then, for every numeri-
cal quantity reported in the article, we learn to
identify whether it corresponds to an economic
indicator and whether it is being reported in a
positive or negative way. To perform our analy-
sis, we track six American publishers and each
article that appeared in the top 10 slots of their
landing page between 2015 and 2023.

1 Introduction

The mainstream media has much leeway in what
it chooses to cover and how it covers it. Should
the top article at any given point in time be about
an international incident or the state of the econ-
omy? Conditional on choosing to cover the econ-
omy, should the article focus on the indicator that is
up or the one that is down? Should it be optimistic
or pessimistic towards the future? These choices
have real-world consequences affecting outcomes
such as voting behavior (Druckman and Parkin,
2005; Gerber et al., 2009), gun purchases (Kru-
penkin et al., 2023), and attitudes towards immi-

Figure 1: The Frame Prediction Framework

grants (Krupenkin et al., 2020; Guo et al., 2023).
Most selection and framing decisions lack objective
measures, making research on this topic difficult.

In this paper, we make the observation that there
are a select number of newsworthy topics where
objective measures do exist. For example, there is a
finite set of economic indicators that experts use to
define the state of the economy, such as changes in
non-farm payroll and gross domestic product. An-
other example is crime, which has well-established
data points maintained by the FBI and local juris-
dictions. Building a system capable of tracking
a large number of publications, identifying which
indicators are reported and how they are being re-
ported has enormous research potential. Such a
system would enable us to create three views of
potential bias: how a publication is covering a topic
over time, how their coverage differs from other
publications, and how it compares to the accepted
ground truth of experts in the field.

Following this rationale, we propose a computa-
tional framework to predict frames in the presence
of supporting data. For a given article, our goal
is to automatically identify how the general topic
is being portrayed, which indicators are being re-
ported to support this view, and how each of these
indicators are being presented. We focus specif-
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ically on news articles about the U.S. economy.
However, we argue that this framework could be
adapted to other domains where numerical indica-
tors are used, including reports on crime, climate
change, and public opinion.

Most previous computational framing analysis
approaches have conceptualized and interpreted
frames as high-level relevant topics and themes
(Ali and Hassan, 2022). For example, Boydstun
et al. (2014) proposed 15 broad dimensions that
aim to capture ways in which policy issues are dis-
cussed in news articles. The dimensions include
themes such as “economic” and “public opinion”.
These broad dimensions fail to capture a frame’s
nuances. For example, the “economic frame” fo-
cuses on anything related to the economy, which is
insufficient to answer the question of how different
aspects of the economy are being presented.

To address this problem, we decompose eco-
nomic frames into a set of interdependent tasks
(See Fig. 1). At the article level, we identify the rel-
evance of the article to the economy, the type of eco-
nomic information it covers (e.g., macro economic,
industry-specific, firm-specific), and two measures
of general economic sentiment: the state of the
economy (e.g., good, fair, poor), and the direction
in which the economy is heading (e.g., better, same,
worse). Then, for each numerical quantity reported
in the article, we predict whether it corresponds
to an economic indicator (e.g., market numbers)
and its reported polarity (e.g., “The S&P 500 fell
3%” has a negative polarity). This decomposition
captures three levels: whether the economy is be-
ing discussed, which economic indicators are high-
lighted, and the framing of those indicators and the
economy as a whole. This way, we can go beyond
analyzing topic selection by additionally measur-
ing how a publication’s reporting differs from the
objective reality at that time, how it evolves across
time, and how it compares to other publications.
We present a computational model that predicts
each proposed frame component jointly. It utilizes
the inter-dependence between the sub-tasks (e.g.,
polarity of quantities and polarity of the article they
appear in) to improve upon results obtained by in-
dependent classifiers trained to make predictions
individually with limited supervision.

We make the following contributions: (1) We
propose a computational framework to model fram-
ing in the presence of supporting data and apply
it to news about the U.S. economy. (2) We col-

lect a novel dataset of landing page news articles
published by a set of major U.S. news outlets be-
tween 2015 and 2023, and provide high-quality
annotations of our proposed frame components for
a small subset of examples. (3) We propose an
automated method to detect each of the proposed
frame components under low-supervision settings.
(4) We demonstrate that our framework can be used
to track when and how often (selection), as well as
how (framing) different news outlets report on spe-
cific aspects of the economy. We compare these
reports to the ground truth for two example indica-
tors: job numbers and prices. All of our code and
data has been released to the community*.

2 Background and Related Work

In this section, we cover the background on selec-
tion and framing, explain economic indicators, and
discuss previous approaches to analyze framing.

Selection and Framing National news publica-
tions have a massive choice-set of topics they could
cover on any given day. Though it may seem like
the publications are reacting to a defined set of
events that recently happened, outside of a few ma-
jor events, they choose what the news is on any
given day. In other words, the news in mainstream
publications does not present an objective view
of current affairs. Rather, it is influenced by the
selection made by media professionals (McQuail,
1992). Selection is driven by what researchers have
called news values (Galtung and Ruge, 1965; Har-
cup T and O’Neill D, 2001, 2017), which determine
whether a story is newsworthy.

While there is variation in the taxonomies that
have been proposed to determine newsworthiness,
the most recent ones include factors such as: the
power of the elite (stories concerning powerful en-
tities), bad and good news (stories with particu-
lar emotional overtones), and magnitude (stories
that are perceived as significant for a wide audi-
ence) (Harcup T and O’Neill D, 2017). More in-
terestingly, news values vary from publication to
publication. A study of the run-up to the 2022
election showed that the New York Times and Wash-
ington Post averaged just two overlapping topics
each morning in their printed editions out of about
six articles (Rothschild et al., 2023).

Conditional on selecting a topic, there is addi-
tional leeway on how to cover it, as there is a wide-

*https://github.com/blast-cu/
econ-indicators
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range of facts and opinions that could spin the take-
away of the readers. This phenomenon, referred to
as framing, has been widely studied in communi-
cation studies. While there is not an agreed upon
definition of framing, recent surveys (Vallejo et al.,
2023) have identified the following prevalent defi-
nitions: equivalence framing (presenting the same
exact information in different ways) (Cacciatore
et al., 2015), emphasis framing (highlighting spe-
cific aspects of an event to promote a particular
interpretation) (Entman, 2007), and story framing
(leveraging established narratives to convey infor-
mation) (Hallahan, 1999).

When it comes to the economy, a publication
could present a rosy or terrible version of the econ-
omy. They can do so without lying by simply pick-
ing the right economic indicator with the right per-
spective. For example, there are months where the
value of the non-farm payroll is above average, but
below the market expectation: either perspective is
technically true. But, with a relatively finite set of
indicators, and an established way for economists
to judge them, there is still a clear ground truth
to compare if any given indicator with any given
perspective represents the consensus understanding
of the economy at that time.

Economic Indicators Understanding the health
and wealth of the U.S. economy is critical for in-
vestment and growth. Most modern economic in-
dicators have been tracked for decades, codified
in the by the mid-20th century. Examples include:
jobs numbers (e.g., non-farm payroll), prices (e.g.,
consumer price index), and macro economic (e.g.,
gross domestic product). With the exception of
market prices (e.g., S&P500), which are a reflec-
tion of the underlying assets, the core indicators are
tracked by a few government agencies (e.g, the Bu-
reau of Economic Analysis for GDP, spending, in-
come, trade, and the Bureau of Labor Statistics for
unemployment, prices, productivity), which con-
duct regular, large scale polling.

These economic indicators inform the public on
the health of the economy. The job numbers are
front page news when they are released at 8:30 AM
ET on the first Friday of each month. The state
of the markets is constantly covered in the news.
Indicators such as the consumer price index pop up
whenever the media finds them most important, in-
teresting, and engaging. Most people have limited
views of the economy outside of their close social
circle, so these values are the key to their under-

standing of the health of the economy as a whole.
And, traditionally, the health of the economy has
tracked very closely with the approval of incumbent
political leaders (Hummel and Rothschild, 2014).

Framing of Economic News This paper builds
off of an extensive literature that has not just iden-
tified the quantity of economic coverage, but fram-
ing of that coverage. Most of this work is geared
towards matching the sentiment of articles about
the economy to both consumer sentiment and eco-
nomic indicators, tracking both historical value and
predicting future ones (Hopkins et al., 2017; Ardia
et al., 2019; Shapiro et al., 2022; Seki et al., 2022;
Bybee, 2023; van Binsbergen et al., 2024). While
the methods continue to evolve from simple key-
words to BERT or LLM-based predictions, they are
focused on article-level sentiment, aggregated to
states or the U.S. They also study a mix of ques-
tions about economic impact that benefit from a
long time-series of sentiment, granular in both time
and geography, regarding questions as diverse as
the impact of bubbles on industries (Bybee, 2023),
economic shocks to economic decisions (Shapiro
et al., 2022), to the relationship between news and
perception of the economy (Hopkins et al., 2017).
Our paper extends this literature by capturing not
only the sentiment of economic articles, but what
economic indicators and economic indicator-level
sentiment is driving it. This allows us to dissect
what editorial choices are driving perceived senti-
ment around the economy.

Computational Framing Analysis Scholars
have increasingly adopted computational ap-
proaches to study framing, allowing studies to
scale to large media repositories. In most cases,
researchers adopt unsupervised techniques such as
topic modeling to identify latent themes (DiMag-
gio et al., 2013; Nguyen et al., 2015; Gilardi et al.,
2021). However, topic models are limited in their
ability to capture framing nuances. By defining top-
ics as simple distributions over words, they lack the
semantic and discursive conceptualization needed
to answer how issues and events are being pre-
sented (Ali and Hassan, 2022).

There is also a body of work leveraging super-
vised learning (Johnson et al., 2017; Khanehzar
et al., 2019; Kwak et al., 2020; Huguet Cabot et al.,
2020; Mendelsohn et al., 2021) and lexicon expan-
sion techniques (Field et al., 2018; Roy and Gold-
wasser, 2020) to analyze framing. For this to be
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feasible, authors must define a concrete taxonomy
of which frames are relevant and how they are rep-
resented in data. Most of these approaches rely on
the taxonomy proposed by Boydstun et al. (2014).
These dimensions correspond to broad themes such
as “economic”, and “public opinion”. While these
themes have shown to be useful to model a select
set of contentious political issues like abortion and
immigration, they are too broad to capture how the
economy and other data-driven topics are being
presented in the media.

3 Data

In this section, we describe our data collection
process, annotation schema, annotation guidelines,
and quality assurance process. We also present
statistics for our resulting dataset.

Data Collection The data for this study came
from the Internet Archive’s Wayback Machine
(Archive, 1996-2023). We consider six American
publishers: The New York Times, The Wall Street
Journal, The Washington Post, Fox News, HuffPost
and Breitbart. Selected sources represent a broad
range of mainstream media outlets that were eas-
ily accessible through the archive. Breitbart is in-
cluded for a future analysis comparing mainstream
media with a fringe source. For each publisher,
we collected the “front page” from every Wayback
Machine entry between Jan. 1st 2015 to Jan. 1st
2023. For each front page, we recorded articles in
the top 10 positions and discarded all duplicates.

To identify articles that discuss the economy,
we curated a lexicon of economic terms sourced
from the Bureau of Labor Statistics and the FRED
database operated by the Federal Reserve bank of
St. Louis.†‡ These sources provide a fairly com-
prehensive list of common metrics for economic
activity. We consider an article to be relevant to the
economy if it contains at least three sentences men-
tioning an economic term from our lexicon. This
resulted in a total of 199,066 articles (Tab. 1). App.
A.1 includes additional details about the data col-
lection process and the lexicon of economic terms.

Data Annotation We employed a group of six
annotators to label our dataset following the guide-
lines outlined in App. A.3. Our annotators com-
prised senior, postdoctoral and pre-doctoral re-
searchers. Their fields of study include: economics,

†https://www.bls.gov/data/
‡https://fred.stlouisfed.org/

Publisher
Econ

Quants.
Human Annotations

Arts. Art-level Quant-level

New York Times 58,240 370,723 516 1,117
Wall Street Journal 46,267 551,726 206 493
Washington Post 44,016 274,197 231 421
Fox News 21,795 76,074 45 42
Breitbart 15,954 66,572 91 149
HuffPost 12,794 75,180 82 210

Total 199,066 1,414,472 1,171 2,414
Cross-Annotated 270 689

Table 1: Resulting Dataset Statistics

computational social science, and communications.
They received training from the authors of the paper
and several rounds of calibration were performed
before annotation began. Articles were chosen such
that there would be some overlap between coders
(in order to check quality) and a decent breadth
of coverage. We prioritized topic diversity over
uniformity of news outlets and thus followed the
sampling procedure introduced in Pacheco et al.
(2022b, 2023).

For each article in their batch, annotators se-
lected: (1) what type of economic information was
the most prominent (macro, government, industry-
specific, business-specific or personal), (2) the
framing of the general economic conditions (good,
fair, bad), and (3) the framing of the direction
that the economy is heading (better, same, worse).
These questions were adapted from the Gallup eco-
nomic index §. Then, for every valid numerical
value reported in the article, annotators selected:
(1) what type of economic data it reports (macro,
government, industry-specific, business-specific or
personal), (2) which indicator was reported (e.g.,
jobs, prices. See App. A.3 for the full list of op-
tions), and (3) the reported polarity of each quantity
(positive, negative, neutral). We report resulting
statistics in Table 1, and inter-annotator agreement
in Tab. 2. To calculate agreement, we only con-
sider examples that were annotated by two or more
coders. In App. A.4 we include statistics for the
number of coders for each of the label categories.
Lastly, we show the resulting annotation distribu-
tion for all frame components in Figs. 2 and 3.

We find that inter-annotator agreement is gen-
erally good for quantity-level information (Krip-
penforff’s α 0.56-0.83). This reflects our intu-
ition that capturing framing at the level of sup-
porting data points may be a better alternative to

§https://news.gallup.com/poll/1609/
consumer-views-economy.aspx
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Annotation K’s α % of Agreement
Full Partial

Article Type 0.48 57.81 90.62
Econ. Conditions 0.43 55.13 85.90
Econ. Direction 0.42 47.44 82.05

Quantity Type 0.75 80.84 88.97
Quantity Polarity 0.56 68.04 76.48

Macro Ind. 0.83 83.42 92.78

Table 2: Inter-annotator Agreement for all examples
with 2 or or more annotators. Here, Krippendorff’s
α = 1 indicates perfect reliability, α = 0 indicates
the complete absence of reliability, i.e., judgments are
random, and α < 0 indicates that disagreements are
systematic and exceed what can be expected by chance.

relying on general topical markers. On the other
hand, article-level judgements which aim to cap-
ture main “takeaways” are considerably harder for
annotators, exhibiting moderate agreement (Krip-
penforff’s α 0.42-0.48). This is expected and in
line with other high-level framing tasks (Card et al.,
2015; Roy et al., 2021; Mendelsohn et al., 2021).
To further characterize the lower agreement values,
we include confusion matrices and some exam-
ples illustrating ambiguous cases in App. A.5. We
find that most of the confusion lies on the follow-
ing article-level judgements: (1) identifying the
main type of the article, particularly deciding be-
tween macro-economic and government-specific
types when both types of data points are present
in the article, (2) characterizing articles that are
positive towards the economy, as they tend to be
more subtle than the clearly negative ones, and (3)
identifying articles that suggest that the economy
is doing neither better nor worse, but staying the
same, which is an inherently ambiguous category.
We have included a similar confusion analysis for
quantitative-level judgements in App. A.5.

4 Model

Obtaining high-quality annotations for our task is
time-consuming and requires considerable domain
expertise. For this reason, one of the main chal-
lenges that we face in predicting economic frames
is a small amount of supervision. To circumvent
this constraint we combine two modeling strate-
gies: (1) Exploiting the decomposition of frame
prediction into a set of modular, inter-dependent
sub-tasks, and (2) Leveraging pre-training strate-
gies using our large set of in-domain unlabeled
examples (all 199,066 economic articles collected).

Figure 2: Distribution of article-level annotation labels

Exploiting inter-dependencies with SRL Sta-
tistical relational learning (SRL) methods attempt
to model a joint distribution over relational, inter-
dependent data (Richardson and Domingos, 2006;
Bach et al., 2017; Pacheco and Goldwasser, 2021).
These methods have proven particularly effective
in tasks where contextualizing information and in-
terdependent decisions can compensate for a low
number of annotated examples (Deng and Wiebe,
2015; Roy et al., 2021; Pacheco et al., 2022a).

To model framing, we take advantage of the re-
lations between the values of the frame compo-
nents for a given article and implement a relational
model using Probabilistic Soft Logic (PSL) (Bach
et al., 2017). Dependencies in PSL are expressed
using weighted logical rules of the form: wr :
P1 ∧ ... ∧ Pn−1 → Pn, where wr indicates the
importance of the rule in the model, and can be
learned from data. Predicates Pi correspond to
decisions and observations. Rules are then com-
piled into a Hinge-Loss Markov random field and
weights are learned using maximum likelihood es-
timation. We consider the following rules:

Priors. We explicitly model prior probabil-
ities for all article-level (type, economic condi-
tions and economic direction) and quantity-level
(type, macro-indicator, and sentiment) components.
These priors are derived from supervised classifiers
trained on our labeled dataset.
(r1) Consistency between the quantity type

and the macro-indicator. We enforce that
if the quantity of a type is macro, then a
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Figure 3: Distribution of quantity-level annotation la-
bels

macro-indicator must be predicted, and vice-
versa: Reports(a, q) ∧ Type(q, macro) ⇔
¬MacroIndicator(q, none)
(r2) Consistency between the article type,

economic conditions and direction. We enforce
that if the article type is macro, then economic
conditions and economic direction must be pre-
dicted and vice-versa: Type(a, macro) ⇔
¬EconConditions(q, irrelevant) ∧
¬EconRating(q, irrelevant)
(r3) Dependency between the polarity of

quantities and economic conditions. Our in-
tuition is that if several negative quantities are
reported in the article, then the article is likely
to frame economic conditions as negative, and
vice-versa for positive quantities: Reports(a, q)∧
Polarity(q, p) ⇒ EconConditions(a, p)

(r4) Dependency between the polarity of
quantities and economic direction. Our intu-
ition is that if many negative quantities are re-
ported in the article, then the article is likely to
frame the direction of the economy as negative, and
vice-versa for positive quantities: Reports(a, q)∧
Polarity(q, p) ⇒ EconDirection(a, p)

(r5) Dependency between neighboring quan-
tity types. Our intuition is that there are common
patterns in the types of consecutive quantities (e.g.,
sequential dependencies): Precedes(q1, q2) ∧
Type(q1, t1) ⇒ Type(q2, t2)

Rule r1 and r2 are modeled as hard constraints,
and are always enforced because they are designed

to force predictions to follow the frame annota-
tion structure. Rules r3−5 are modeled as soft con-
straints, and their weights are learned through PSL.
This way, we allow for predictions that do not con-
form to the templates to be active.

Enhancing PSL priors with pre-trained lan-
guage models Pre-trained language models
(LMs) are one of the most effective techniques for
acquiring knowledge from unlabeled text data (De-
vlin et al., 2019). Domain-adaptive pre-training
(DAPT) further enriches LMs with in-domain
data (Gururangan et al., 2020). In both of these pre-
training stages, learning is conducted by randomly
masking words in a large dataset and training the
the LM to predict these words. To take advantage
of these strategies, we use pre-trained RoBERTA
and perform DAPT with our large unlabeled dataset
(all 199,066 economic articles collected). We use
this LM to fine-tune the classifiers that are used as
priors in PSL. This strategy has been repeatedly
used to combine PSL with strong classifiers, with
consistent success (Sridhar et al., 2015; Pacheco
and Goldwasser, 2021; Roy et al., 2021).

5 Experimental Evaluation

In this section, we outline our experimental set-
tings and present results for our frame prediction
model. We also include an example of the type of
framing analysis that can be done using our model
predictions over the complete dataset.

5.1 Frame Prediction

To determine the effectiveness of exploiting inter-
dependencies with statistical relational learning and
our additional pre-training steps, we conducted an
ablation study in addition to evaluating the model
as a whole. We provide a discussion of the results
of these experiments, in which we detail per-class
and per-publisher metrics.

Experimental Settings We perform 5-fold cross-
validation in all scenarios, and assume a multi-class
setup for each frame component. To create our
folds, we first split the articles that were cross-
annotated and where inter-annotator agreement was
reached (270 articles, 689 quantities) into five folds,
and consider 4 folds for training and 1 for testing.
Then, we further enhance the training data for all
cases with the additional annotated articles, which
we consider as a source of noisy supervision. More
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Model
Article-level Quantity-level

Type Cond Dir Type Ind +/−
Random 0.136 0.148 0.19 0.111 0.064 0.324
Majority Label 0.237 0.269 0.252 0.193 0.08 0.382
Mistral 0-shot 0.386 0.236 0.346 0.566 0.262 0.382
Mistral 2-shot 0.367 0.186 0.385 0.358 0.47 0.43
Base Classifier 0.515 0.697 0.493 0.685 0.824 0.796
Base Classifier + DAPT 0.474 0.636 0.475 0.731 0.826 0.812
Relational (best) 0.438 0.717 0.522 0.748 0.849 0.813

Table 3: Avg. Macro F1 after 5-Fold Cross Validation

details about the data splits used for experiments
are included in App. A.6.

The base classifiers are initialized with pre-
trained RoBERTA (with and without DAPT) and
trained using the AdamW optimizer, cross-entropy
loss, and a learning rate of 2e− 5. For early stop-
ping, we use the macro F1 on the dev set, consisting
of ten percent of the training articles for each fold.
For more details on the classifier architectures and
training settings, see App. A.6. Predictions are
fed into PSL as priors, and rule weight learning is
done with the standard configuration. We report
the average macro F1 scores for all folds.

Results We present our general results in
Tab. 3. This includes baselines ob-
tained by zero-shot and two-shot prompting
Mistral-7b-Instruct-v0.2. Additional
details about the prompts and performance can be
found in App. A.6. We find that fine-tuning, even
with relatively little data, results in better perfor-
mance than prompting an LLM. Additionally, we
find that DAPT is considerably helpful for quantity-
level predictions, but does not improve article-level
predictions. We hypothesize that it is difficult for
RoBERTa to model the long context of articles to
take advantage of the masked language modeling
objective. Next, we find that the relational model
gives us a clear boost in performance over the base
classifiers, with the exception of article type. This
improvement supports our modeling decision to
decompose frame prediction into inter-dependent
sub-tasks. While Tab. 3 reports macro F1, we find
the same trend for weighted F1 (See App. A.7).

In Tab. 4 we include an ablation study for the
relational model rules. We observe that all rules
contribute to an increase in performance for their
corresponding decision predicates (see bold scores).
We find that combining hard constraints (r1,r2)
and the rule modeling sequential dependencies (r5)
performs the best.

We include results for the best relational model

Rule
Article-level Quantity-level

Type Cond Dir Type Ind +/−
Priors only 0.515 0.697 0.493 0.731 0.826 0.812
r1 0.515 0.697 0.493 0.688 0.853 0.813
r2 0.438 0.717 0.518 0.731 0.826 0.812
r3 0.515 0.707 0.493 0.731 0.826 0.812
r4 0.515 0.697 0.521 0.731 0.826 0.813
r5 0.515 0.697 0.493 0.737 0.826 0.813
r1 + r2 0.438 0.717 0.518 0.688 0.853 0.813
r1 + r2 + r3 0.433 0.7 0.493 0.697 0.854 0.813
r1 + r2 + r4 0.432 0.691 0.516 0.697 0.855 0.813
r1 + r2 + r5 (best) 0.438 0.717 0.522 0.748 0.849 0.813
r1 + r2 + r3 + r4 + r5 0.434 0.701 0.519 0.746 0.84 0.808

Table 4: Ablation (Macro F1) for the Reln. Model

Publisher
Article-level Quantity-level

Type Cond Dir Type Ind +/−
New York Times 0.544 0.809 0.534 0.663 0.826 0.777
Wall Street Journal 0.173 0.434 0.28 0.834 0.813 0.884
Washington Post 0.574 0.704 0.621 0.665 0.686 0.788
Fox News 0.4 1.0 0.4 0.733 1.0 0.333
Breitbart 0.636 0.325 0.597 0.98 0.867 0.655
HuffPost 0.564 0.625 0.3 0.609 0.686 0.866

Table 5: Macro F1 per Publisher with Best Reln. Model

by article publisher in Tab. 5. At the article level,
we observe higher values for the New York Times,
reflecting the higher presence of annotated exam-
ples for this publisher (see Tab. 1). The results for
Fox News articles are lower, reflecting the lower
number of examples. Interestingly, the results for
Breitbart and Huffpost do not follow this trend,
maintaining relatively high values in spite of less
supervision. In the case of quantities, we see rela-
tively high and stable performance for all publish-
ers, with the exception of Fox News. We provide
further error analysis in regard to this in App. A.9.
These results are particularly encouraging, as they
suggest that we can leverage quantity predictions
to perform a high-fidelity selection and framing
analysis of economic news.

Lastly, we include fine-grained results for pre-
dicting the different macro-indicators using our
best model in Tab. 6. We find that we have rela-
tively good performance for most indicators, with
the exception of the ’other’ category, which may
be due to the lack of cohesiveness in this class. We
also see lower performance for retail sales, which
we attribute to the lack of sufficient supervision for
this class (See Fig. 3). An effective large-scale anal-
ysis of retail indicators in the news would require
greater supervision for this class.

5.2 Framing and Selection Analysis

In this section we present a brief exploration of
how the methods outlined in this paper can be used
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Macro-Indicator Prec. Recall F1

Job Numbers (jobs, unemployment) 0.956 0.982 0.968
Retail Sales 0.667 1.0 0.8
Interest Rates (Fed, mortgage) 0.75 0.857 0.8
Prices (CPI, PPI) 0.733 0.846 0.786
Energy Prices (gas, oil, etc.) 1.0 1.0 1.0
Wages 0.867 0.812 0.839
Macro Economy (GDP, etc) 0.881 0.860 0.871
Market Numbers (any financial market) 0.941 0.814 0.873
Currency Values 1.0 0.8 0.889
Housing (start, sales, pricing) 1.0 0.95 0.974
Other 0.375 0.5 0.429
None 0.956 0.964 0.96

Accuracy 0.922 0.922 0.922
Macro Average 0.844 0.865 0.849
Weighted Average 0.926 0.922 0.923

Table 6: Macro-Indicator results with Best Reln. Model

to study editorial choices. To do this, we use our
best model to predict all frame components for the
full dataset of 199,066 articles. We then use these
frames to show how economic messaging shifts
in response to exogenous shocks and changes in
the balance of political power. In particular, we
show how our framework can help us understand
how the different choices these major publications
make can produce significantly different views of
economic conditions.

Article-level framing with macro-indicators
Because we have greater confidence in our model’s
quantity-level performance, we generate article-
level frames for specific economic indicators using
our quantity-level predictions. First, we select the
subset of articles that include at least two quanti-
ties in the category of interest. Then, we assign
a positive indicator frame to articles with at least
twice as many quantities with a positive polarity
than negative polarity and vice versa for negative
frames. Articles that meet neither threshold are
assigned a "neutral" frame.

Shifts in Framing Our preliminary evidence sug-
gests that the framing of articles on any given topic
by any given publication is both sensitive to ex-
ogenous factors as well as decisions made by the
publication itself. Fig. 4 illustrates how the New
York Times (NYT) framed their articles in regard to
jobs data from 2015 to 2023. First, we can see that
prior to 2020, during a period of stable job growth,
the NYT already had a sustained negative valance,
matching the key findings in recent literature on
the general negativity bias on the Mainstream Me-
dia (van Binsbergen et al., 2024). In response to
the onset of COVID in 2020, the NYT intensified

Figure 4: Framing of articles referencing job numbers
from 2015 through 2023 in the New York Times.¶ Spin
was aggregated quarterly. Monthly payroll (employ-
ment) data can be seen in the dotted black line. The
gray bars represent proportion of the overall coverage
taken up by jobs reporting.

Figure 5: Selection of economic indicators referencing
price (price & energy) numbers from 2015 through 2023
in the New York Times, Washington Post, and Wall
Street Journal. Aggregated Quarterly. Monthly CPI
data can be seen in the dotted blue line.

its coverage of the job market in response to a
dramatic surge in unemployment caused by a cas-
cade of lockdowns. We can also see that much
of this coverage carried an extreme negative va-
lence, which matches the large drop in jobs and
subsequent uncertainty.

As the job market recovered and the labor mar-
ket entered an extended period of exceptionally
high growth, the volume of reporting in the NYT
decreased back to its pre-pandemic levels, but the
negativity persisted. This was not the same for
other publications such as the Wall Street Journal,
whose coverage more closely resembles the shifts
in valence in the supporting data (See App. A.10.)

Indicator Selection Fig. 5 shows us another
lever that publications can pull when shaping their
coverage: indicator selection. As inflation began
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to rise, we can see that all three publications re-
sponded by increasing their coverage of prices
through a greater use of price based indicators.||

These three publications did not, however, respond
in an identical manner, with, for example, the New
York Times increasing their coverage of prices far
after the other publications returned to pre-crisis
levels of coverage.

With the simple analysis shown in these two
figures, we can begin to show that editors have
considerable leeway when choosing what indica-
tor to cover at any given time, and how to cover
it. While we kept the analysis brief due to space
considerations, we were able to show the usability
of our framework to track a diverse set of indicators
reported in different publishers across time.

6 Applicability to Other Domains

We emphasize that the main contribution of this
paper is not centered around performance gains
of our relational model over the baseline models,
but rather the operationalization of a challenging
task: analyzing framing at a scale for domains with
supporting numerical data, such as the economy.
While our solution does not apply to all framing
scenarios, it applies to a substantial number. For
example, we envision this framework being use-
ful for analyzing news about crime (by tracking
data points maintained by the FBI and local ju-
risdictions), climate change (by tracking weather
statistics, global avg. temperature, emissions statis-
tics, etc.) and public-opinion (by tracking polling
numbers, political betting market numbers, etc.).

7 Conclusion and Future Work

In this paper, we presented a novel framework for
modeling framing in news articles in the presence
of supporting data. We focused our analysis on
news about the U.S. economy, and proposed an an-
notation schema to identify framing at three levels
of abstraction: the general framing of the economic
conditions, the economic indicators that are high-
lighted, and the framing of each of those indicators.

We showed that we can predict the components
of our schema with relatively good performance,
even in very low supervision settings. Finally,
we demonstrated how our framework can be used
to perform a large scale exploration of the frame
choices for a given economic indicator.

||This includes energy (e.g. oil) prices.

In our analysis, we showed that different pub-
lications cover economics using different indica-
tors, for example the NYT covers jobs numbers less
than normal during a strong jobs recovery, instead
switching to more coverage rising prices. And,
while all three publications responded to rising in-
flation, they each used price numbers differently
when covering the economy, with the NYT em-
ploying price numbers more frequently than the
Washington Post, or the Wall Street Journal.

Going forward, we have two main points of
focus. First, we are working on expanding our
schema to capture a larger set of economic aspects.
While we focused our analysis on macro-economic
indicators, there are other indicators that we could
track to get a more holistic view of the economy.
For example, for governmental indicators, we could
track types of expenditures (e.g. social security),
revenue (e.g. taxes), as well as debt and deficit.
Additionally, we want to perform a large-scale anal-
ysis of economic news framing. In this paper, we
presented a brief demonstration of how our frame-
work can be used to analyze shifts in framing across
time for different publications. Next, we want to
perform a similar analysis for a larger set of eco-
nomic indicators and publications. We note that
to perform such an analysis we must scale up our
annotations and improve our model predictions.

8 Limitations

The work presented in this paper has two main
limitations:

(1) Obtaining high-quality annotations for our
frame structure is very expensive and time con-
suming. For this reason, we worked with a low
amount of supervision. While we showed that we
could obtain relatively good performance in this
constrained scenario, to be able to use our frame-
work for a large scale, holistic analysis, we need
to address this issue. This is particularly important
given that our annotations are considerably skewed.
For example, we have significantly more supervi-
sion for job numbers and market numbers (which
occur more often) than we do for energy prices
(which occur less often). This considerably affects
our performance for more long-tail indicators, and
hence limits the types of analysis that we can per-
form. Our current efforts are dedicated to increase
the amount of annotations for all components of
our frame structure, as well as incorporating alter-
native semi-supervised strategies. We are hoping to
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release an extended version of the annotated dataset
to the community in the near future.

(2) The fact that we are using automated tech-
niques for frame prediction necessarily carries
some uncertainty. Even if we improve our models
considerably, our large scale analysis will have a
margin of error. It is important to acknowledge this
when presenting our findings.

9 Ethical Considerations

To the best of our knowledge, no code of ethics was
violated during the development of this project. We
used publicly available tools to collect our dataset,
and discarded any instances that were unreachable.
The annotators were paid $15 per hour, and no
personally identifiable information was collected
or recorded during annotation.

We performed a thorough evaluation of our
dataset, which is presented in the paper. We re-
ported all pre-processing steps, learning configu-
rations, hyperparameters, and additional technical
details. Due to space constraints, some of this in-
formation was relegated to the Appendix. Further,
the data and code have been released to the commu-
nity. The results reported in this paper support our
claims and we believe that they are reproducible.

The analysis reported in Section 5.2 is done us-
ing the outputs of a machine learning model and
does not represent the authors personal views. The
uncertainty of these predictions was adequately ac-
knowledged in the Limitations Section, and the
estimated accuracy was reported in Section 5.1.
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A Appendix

A.1 Additional Data Collection Details
For each of our included publishers’ landing pages,
we retrieved a list of each Wayback Machine entry
from Jan. 1st 2015 to Jan. 1st 2023, segmented
the list of entries by the hour, and downloaded the
earliest available document in that hour. Each of
these documents is considered “front page”.

We used a heuristic based on the Document Ob-
ject Model tree structure to remove opinion pieces,
identify news articles, and establish an apparent
ranking of those articles based on rendered size
and distance from the upper-left hand corner of the
viewport. This was calculated as a proxy for the
order in which a reader sees the headlines.

Each article is assumed to have one and only one
hypertext reference (href) across time, which points
to a URL for the article’s HTML document. We
recorded the front page document’s scrape times-
tamp, and each article’s href and apparent rank.
For each unique article-timestamp tuple, we re-
trieved the linked document from the Wayback Ma-
chine. The timestamp is unlikely to match exactly,
so we retrieved the nearest available entry. We
extracted plain text versions of the article docu-
ment whenever it was available, using Trafilatura
(Barbaresi, 2021), and Readability (Readability,
2023b,a). These are both software packages de-
signed to extract only the text from an HTML doc-
ument. Trafilatura is built with natural language
processing techniques in mind, whereas Readabil-
ity is designed for naturalistic interfaces, specifi-
cally the "reader" view in Mozilla Firefox.

In some cases, the main body of the article could
not be extracted either because the link no longer
exists, or because the content is behind a paywall.
We removed all such instances. We discarded all
duplicates, keeping only the first appearance of
each article. Fig. 6 shows the number of articles
that were discarded due to either repetition or ac-
cess issues. The number of discarded articles is
quite large, but given that our dataset is based on
hourly snapshots for the archive, this is to be ex-
pected. We aimed to over collect during the early
collection steps to maximize the completeness of
our final dataset.

We stored the document’s title as extracted by
readability and regarded it as the article’s head-
line. In some cases, there were errors when ex-
tracting headlines. To deal with these cases, we
used T5 (Raffel et al., 2020), a generative language

Figure 6: Discarded Articles per Source

bond*, budget, business, consumer, consumer price index,
cost, cpi, currency debt, deficit, demand, dow jones, earning*,
econo*, employ*, expenditure*, export*, fed, financ*, fiscal, gdp,
gross domestic product, housing, import*, income, ipi, ipp,
industrial production index, inflation, interest, invest*,
international price program, job*, labor, market, monet*, mortgage,
nasdaq, poverty, ppi, price*, productivity, producer price index,
retail, revenue, s&p 500, sales, securities, small cap 2000, stimulus,
stock, supply, tax, trade, trading, treasur*, unemploy*, wage*, wti,
west texas intermediate

Table 7: Economic Lexicon used to determine whether
a given article pertains to the economy.

model, to generate headlines using the body of the
article. To do this, we used a model that was trained
on 500,000 articles with their headlines **.

To identify the subset of articles that discuss
the economy, we curated a lexicon of economic
terms, shown in Table 7. We sourced these terms
from the Bureau of Labor Statistics and the FRED
database operated by the Federal Reserve bank of
St. Louis.††‡‡ These sources provide a fairly com-
prehensive list of common metrics of economic
activity.

We consider an article to be relevant to the econ-
omy if it contains at least three sentences mention-
ing any economic term from our lexicon. This
resulted in a total of 199,066 articles (See Table 1).
Fig. 7 shows the number of valid, unique articles
extracted per source, as well as the resulting num-
ber of economic articles.

A.2 Codebook Development
The codebook (included in Appendix A.3) was
developed by the two senior authors of the paper,
one economist and one NLP/CSS expert.

Codifying indicators We had an initial hypoth-
esis that the reporting of economic indicators was

**huggingface.co/Michau/t5-base-en-generate-headline
††https://www.bls.gov/data/
‡‡https://fred.stlouisfed.org/
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Figure 7: Economic Articles per Publisher

prevalent in economic news, so we performed a
few rounds of manual analysis using standard qual-
itative practices to establish the relevance of this
information in our large unlabeled dataset. Dur-
ing this process, we realized that there were many
relevant mentions to indicators that were not macro-
economic, and we introduced the “type” category
to differentiate between them (e.g., personal, indus-
try, government). We created the initial lists of sub-
categories based on standard reported indicators,
and refined them after a few rounds of annotation,
taking annotator feedback into account.

Codifying article-level categories We inherited
the type category from the indicators to codify the
“prevalent” or “dominant” type of information that
the article discussed. For the economic conditions
and direction, we took the Gallup economic index
questions§§, and re-worded them to reflect the fact
that coders were reading an article from sometime
in the last 8 years. Finally, we refined them af-
ter a few rounds of annotation, taking annotator
feedback into account.

A.3 Annotation Guidelines

In the following sections we replicate the codebook
provided to the coders. This codebook was used
during training, and as a reference for the coders to
use as needed.

A.3.1 Setup and Goals
We have a large set of news articles about general
economic topics. The goal is to:

1. Identify if the article makes reference to
macroeconomic conditions in the US. If it
does then, answer the following questions:

§§https://news.gallup.com/poll/1609/consumer-views-
economy.aspx

• How does this article rate economic con-
ditions in the US today – (Good; Poor;
No Opinion)

• Does this article state/imply that eco-
nomic conditions in the US as a whole
are. . . ? (Getting better; Getting worse;
Same; No Opinion)

2. If it does not, we would like to identify what
the article covers: industry-specific economic
information, firm-specific economic informa-
tion, government-specific or political informa-
tion, or personal stories.

3. In a given article, we want to look at quanti-
ties and figures being reported and identify the
type of figure (i.e. macro-economic, industry-
specific, firm-specific, personal story), and
in case of a macroeconomic, industry or
government figure, identify the specific sub-
type/indicator being discussed.

A.3.2 Guidelines
To annotate specific ARTICLES we will:

1. Click “Edit Article”

2. Annotate key quantities (first 5 relevant quan-
tities in an article + 2 scattered throughout the
article, if present):

• Each quantity identified will be high-
lighted in yellow and clickable

• If the quantity is a date or otherwise not
relevant, skip it

• If the quantity is relevant, click it and
follow the instructions (code-book will
be outlined below)

• Data points may not fit into one of the
groups. These should be labeled "Other"
and a short comment should be left to
explain it

• Annotate general information: Answer
the general article questions (detailed
code-book below)

A.3.3 Codebook
1. Macro-economic

• Macro-economic indicators aggregate
data according to a set of demographics.

• Data Guide
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– For the purpose of this study, these
will mostly be values that are ag-
gregated up to a national level (e.g.
national GDP). There may be, how-
ever, other demographic groups, like
states, that fall into this category

• Types of macro-indicators:
– Jobs Numbers (Jobs, Unemploy-

ment)
– Market Numbers (any financial mar-

ket)
– Housing (Start, Sales, Pricing)
– Macro Economy (GDP, etc.)
– Wages
– Prices (CPI, PPI)
– Confidence
– Retail Sales
– Interest Rates (Fed., Mortgage)
– Currency Values
– Energy Prices (Gas, Oil, etc.)
– Other (Specify)

2. Firm-Specific

• A firm-specific data point is a data point
associated with a particular firm or com-
pany.

• Data Guide:
– Examples include: stock prices, debt

offerings, and capital investments

3. Industry-Specific

• Industry level articles/quantities describe
an entire industry rather than individual
businesses

• Data Guide:
– Examples include: Chip Manufactur-

ers Post Strong Growth Numbers
• Types of Industries:

– Agriculture, forestry and hunting
– Mining
– Utilities
– Construction
– Manufacturing
– Wholesale trade - selling products in

bulk to other businesses
– Retail trade - selling products di-

rectly to the end consumer
– Transportation and warehousing
– Information

– Finance, insurance, real estate, rental
and leasing

– Professional and business services
– Educational services, health care,

and social assistance
– Arts, entertainment, recreation, ac-

commodation and food services
– Other (Except government)

4. Government Revenue and Expenditures

• Any value that describes how a govern-
ment earned or spent its income falls into
this category.

• Data Guide:
– A few examples are: taxes, budgets,

and treasury issuances
• Government Level:

– Federal
– State and local

• Types of Expenditures
– Social Security and Public Welfare
– Health and Hospitals
– National Defense
– Police
– Transportation
– Research
– Education
– Employment
– Housing
– Corrections
– Courts
– Net Interest
– Other

• Types of Revenue
– Taxes and other compulsory transfers

imposed by government units Prop-
erty income derived from the owner-
ship of assets

– Sales of goods and services
– Voluntary transfers received from

other units

5. Personal

• If an article/quantity focuses on the eco-
nomic condition of a single person, or
a group of individuals that is not large
enough to represent an entire demo-
graphic then we consider it personal. E.g.
an individual’s struggle to find work, or
the grocery/gas budget of a single family
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• Data Guide:
– E.g. household expenditures, per-

sonal debts
• A short comment should be added to ex-

plain the frame/quantity

A.3.4 Additional Notes
Data Points:

• Each candidate data point is highlighted and
clickable

• Each data point has a general type:

– Macro-economic:
– Firm-specific
– Industry-specific
– Government revenue and expenditures
– Personal

General Frame:

• While an article can reference different data
points, the goal is to identify the dominant
frame

• An article can have only one dominant frame

– Macro-economic
– Firm-specific
– Industry-specific
– Government revenue and expenditures
– Personal
– Other

• An article may frame the economy in a cer-
tain light – if its dominant frame is Macro-
economic, it will be tied to the following two
questions:

– How does this article rate economic con-
ditions in the US – (Excellent; Good;
Only Fair; Poor; No Opinion; Not rele-
vant to the US economy)

– Does this article state/imply that eco-
nomic conditions in the US as a whole
are. . . ? {Getting better; Getting worse;
Same; No Opinion; Not relevant to the
US economy}

• A comment should be added to explain ratio-
nale for choosing the frame class / economic
outlook

A.4 Cross-Annotation Statistics
Below in Table 8 we present the statistics for the
number of people who cross-annotated each of the
label categories.

Instances annotated by 2, 3 and 4+ annotators

Annotation 2 Annotators 3 Annotators 4+ Annotators

Article Type 17.19% 49.22% 33.59%
Econ. Conditions 49.22% 55.13% 17.95%
Econ. Direction 26.92% 55.13% 17.95%
Quantity Type 55.59% 35.85% 8.56%
Macro Ind. 51.6% 41.44% 0.36%
Quantity Polarity 78.46% 21.18% 6.95%

Table 8: Percentage of annotation instances annotated
by 2, 3, and 4+ annotators

A.5 Annotation Confusion Matrices
To further characterize agreement values and types
of disagreements for all annotations, we provide a
set of confusion matrices below. We also provide
specific examples of ambiguous cases.

We see in Fig. 8 that in general, there is some
confusion between macro and government types.
This type of disagreement was seen with The New
York Times article entitled “Short Term’ Health In-
surance? Up to 3 Years Under New Trump Policy”,
which was classified with an article type macro and
government by different annotators. The article fo-
cuses heavily on the policies of the Trump admin-
istration, which falls under government. However,
it also makes strong arguments regarding rising
prices, which falls under macro.

Figure 8: Types of agreement and disagreement among
annotators for Article Type

In general, we see in Fig. 9 there is strong agree-
ment when the article is negative towards the econ-
omy. However, annotators struggle more to dif-
ferentiate positive articles. One example of this
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type of disagreement is The Wall Street Journal
article entitled “Fed Faces Mixed Signals as Hiring
Cooled in August", which was classified as framing
economic conditions as both good and poor by dif-
ferent annotators. We can observe that even the title
of this article is inherently ambiguous, containing
"mixed signals".

Figure 9: Types of agreement and disagreement among
annotators for article-level Economic Condition

We see in Fig. 10 that there is strong agreement
when an article is positive or negative towards the
future of the economy. However, there is more
confusion w.r.t. the same category. One exam-
ple of this is seen with the Huffington Post article
“The Secret IRS Files: Trove Of Never-Before-
Seen Records Reveal How The Wealthiest Avoid
Income Tax”, which was classified as framing eco-
nomic direction as both worse and same. The arti-
cle mentions rising wealth inequality (which could
align with worse) but that does not really center the
topic or talk explicitly about any forecast (which
could align with same).

In Fig. 11 we observe a significant number of
disagreements between industry and macro values
for Quantity Type annotations. One example is
seen in the excerpt: "Daily Business Briefing Oil
prices approached $100 a barrel on Tuesday, the
highest in more than seven years..." where the focus
is on annotating the "$100 a barrel" indicator. We
acknowledge that oil prices are an industry-specific
topic but also have an effect on the macro economy.
As a result, this case is ambiguous.

In Fig. 12 we see that annotators have difficulty
discerning between prices and macro indicators.
One ambiguous case is the excerpt: "But he said
that declines in goods prices and rents, which have
contributed notably to inflation over the last 18

Figure 10: Types of agreement and disagreement among
annotators for article-level Economic Condition

Figure 11: Types of agreement and disagreement among
annotators for Quantity Type

months, might be insufficient if firms don’t slow
their hiring. ’The labor market ... shows only tenta-
tive signs of rebalancing, and wage growth remains
well above levels that would be consistent with 2%
inflation,’ Mr. Powell said." where the indicator in
question is "with 2% inflation". While the indicator
is discussing inflation–which is a macro topic–it is
also strongly related to prices.

In Fig. 13 we see a high volume of disagreement
between the pos and neutral labels. This type of
disagreement was seen in the excerpt: "Economists
expect applications for jobless benefits—seen as
a proxy for layoffs—ticked down to 825,000 last
week from 837,000 a week earlier. Weekly jobless
claims are down sharply from a peak of nearly
seven million in March but have clocked in at
between 800,000 and 900,000 for more than a
month. Claims remain above the pre-pandemic
high of 695,000." where the indicator in question
is "800,000". While the excerpt positively com-
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Figure 12: Types of agreement and disagreement among
annotators for Indicator Type

pares current joblessness positively to the previous
week’s numbers, but negatively to pre-pandemic
numbers, making the value difficult to annotate.

Figure 13: Types of agreement and disagreement among
annotators for Indicator Polarity

A.6 Additional Details for Experimental
Setup

All experiments were run on a server with a single
NVIDIA Tesla A100 GPU with 40 GB of RAM.
In Table 9 we include the number of data points
in each data split used for 5-fold cross-validation.
All "Agreed" data points were cross-annotated by
2 or more people. Noisy data points include all
annotations for labels which there was no inter-
annotator agreement.

Mistral baseline details To further motivate our
modeling choices, we present baseline results for
zero and few-shot prompting instruction tuned
model, Mistral-7B-Instruct-v0.2, to obtain labels
for our dataset. Below we include samples of the

Article Level Quantity-level

Type Condition Direction Type Indicator +/-
Fold Agreed Noisy Agreed Noisy Agreed Noisy Agreed Noisy Agreed Noisy Agreed Noisy

0 22 58 15 68 15 74 110 683 56 384 78 789
1 25 58 17 68 17 74 133 704 108 341 85 773
2 22 58 11 68 10 74 124 707 50 378 77 783
3 20 58 11 68 10 74 108 636 65 343 82 744
4 22 58 12 68 12 74 137 693 66 337 105 771

Table 9: Number of examples in each data split used for
5-fold cross-validation

zero-shot prompts used to obtain these results.

Example prompt for article-level type prediction

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below
information from a U.S. news article about the
economy:

So for instance the following:
excerpt: [article text]

multiple choice question: What is the main type
of economic information covered in this article?
A. Firm-specific
B. Industry-specific
C. Macroeconomic / General Economic Conditions
D. Government revenue and expenses
E. None of the above

Please answer with a single letter without explana-
tions. If you are unsure, please guess.’}

Example prompt for quantity-level type pre-
diction

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below infor-
mation from a U.S. news article about the economy.

So for instance the following:
excerpt: [indicator text]
context: [context text]

multiple choice question: The excerpt should
contain an economic indicator value. Based on the
context, what type of indicator is it?
A. Macroeconomic / General Economic Conditions
B. Industry-specific
C. Government revenue and expenses
D. Personal
E. Firm-specific
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F. None of the above

Please answer with a single letter without
explanations. If you are unsure, please guess.’}

The prompts were used for each sample in the
test set of each fold. For two-shot prompting, two
examples were randomly selected from the training
set and enveloped into the prompt as shown below.

Example two-shot prompt for article-level type
prediction

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below
information from a U.S. news article about the
economy:

So for instance the following:
excerpt: [example 1 article text]

multiple choice question: What is the main type of
economic information covered in this article?
A. Firm-specific
B. Industry-specific
C. Macroeconomic / General Economic Conditions
D. Government revenue and expenses
E. None of the above

Please answer with a single letter without explana-
tions. If you are unsure, please guess.’}

{‘role’: ‘assistant’, ‘content’: [example 1
gold label]’ }

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below
information from a U.S. news article about the
economy:

So for instance the following:
excerpt: [example 2 article text]

multiple choice question: What is the main type of
economic information covered in this article?
A. Firm-specific
B. Industry-specific
C. Macroeconomic / General Economic Conditions
D. Government revenue and expenses
E. None of the above

Please answer with a single letter without explana-
tions. If you are unsure, please guess.’}

{‘role’: ‘assistant’, ‘content’: [example 2
gold label]’ }

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below
information from a U.S. news article about the
economy:

excerpt: [article text]

multiple choice question: What is the main type of
economic information covered in this article?
A. Firm-specific
B. Industry-specific
C. Macroeconomic / General Economic Conditions
D. Government revenue and expenses
E. None of the above

Please answer with a single letter without explana-
tions. If you are unsure, please guess.’}

Example two-shot prompt for quantity-level type
prediction

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below infor-
mation from a U.S. news article about the economy.

So for instance the following:
excerpt: [example 1 indicator text]
context: [example 1 context text]

multiple choice question: The excerpt should
contain an economic indicator value. Based on the
context, what type of indicator is it?
A. Macroeconomic / General Economic Conditions
B. Industry-specific
C. Government revenue and expenses
D. Personal
E. Firm-specific
F. None of the above

Please answer with a single letter without
explanations. If you are unsure, please guess.’}
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{‘role’: ‘assistant’, ‘content’: [example 1 gold
label]’ }

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below infor-
mation from a U.S. news article about the economy.

So for instance the following:
excerpt: [example 2 indicator text]
context: [example 2 context text]

multiple choice question: The excerpt should
contain an economic indicator value. Based on the
context, what type of indicator is it?
A. Macroeconomic / General Economic Conditions
B. Industry-specific
C. Government revenue and expenses
D. Personal
E. Firm-specific
F. None of the above

Please answer with a single letter without
explanations. If you are unsure, please guess.’}

{‘role’: ‘assistant’, ‘content’: [example 2 gold
label]’ }

{‘role’: ‘user’, ‘content’: ‘You are a helpful
annotation assistant. Your task is to answer a
multiple choice question based on the below infor-
mation from a U.S. news article about the economy.

excerpt: [indicator text]
context: [context text]

multiple choice question: The excerpt should
contain an economic indicator value. Based on the
context, what type of indicator is it?
A. Macroeconomic / General Economic Conditions
B. Industry-specific
C. Government revenue and expenses
D. Personal
E. Firm-specific
F. None of the above

Please answer with a single letter without
explanations. If you are unsure, please guess.’}

Article-level RoBERTa base classifier architec-
ture details For article-level classifiers, we add

a classifier on top of the CLS token. For quantity-
level classifiers, we use the sentence containing the
excerpt and the two surrounding sentences, to the
left and right. We then concatenate the CLS embed-
ding of this contextual information with the average
embedding (final-layer) of all tokens within the ex-
cerpt containing the quantity before passing it to
the classifier. All base classifiers are

Training Settings for RoBERTa base classifiers
The noisy data points were used to augment the
training set when the corresponding "Agreed" split
(see Table 9) was used for testing. To prevent data
leakage, noisy quantitative annotations were re-
moved from the set if their corresponding article
was included in the test split. We experimented
with both appending all noisy points to the training
set and choosing one "best" annotation for each
uniqe value (i.e. one annotation for Type was se-
lected per article). We considered the best anno-
tation the one contributed by the annotator with
the highest agreement rate. We tested both settings
using RoBERTa with and without DAPT. These
results are shown in Table 10. The best-performing
trained model (bolded) was used to generate priors
for the relational model.

Model
Article-level Quantity-level

Type Cond Dir Type Ind +/−
Random 0.136 0.148 0.19 0.111 0.064 0.324
Majority Label 0.237 0.269 0.252 0.193 0.08 0.382
RoBERTa 0.515 0.697 0.446 0.642 0.79 0.796
RoBERTa + all noisy data 0.411 0.618 0.493 0.639 0.793 0.796
RoBERTa + best noisy data point 0.425 0.479 0.321 0.685 0.824 0.788
RoBERTa + DAPT 0.382 0.636 0.47 0.697 0.769 0.776
RoBERTa + DAPT + all noisy data 0.474 0.574 0.475 0.722 0.817 0.803
RoBERTa + DAPT + best noisy data point 0.436 0.396 0.328 0.731 0.826 0.812

Table 10: General Results: Average Macro F1 Scores
after 5-Fold Cross Validation

A.7 Additional Results for Frame Prediction

In Table 11, we include the weighted F1 results for
our experiments.

A.8 Addressing Concerns with Data Leakage
and DAPT

We chose to include the annotated subset of data
for DAPT because, while one may not have access
to a labeled dataset, anyone utilizing the frame-
work would have access to their full unlabelled
dataset, and thus would be able to perform addi-
tional rounds of DAPT using self-supervised objec-
tives.

However, to address any concerns with data leak-
age, we executed DAPT with all labelled articles
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Model
Article-level Quantity-level

Type Cond Dir Type Ind +/−
Random 0.266 0.2 0.243 0.203 0.107 0.33
Majority Label 0.607 0.412 0.382 0.542 0.318 0.393
Base Classifier 0.792 0.732 0.596 0.925 0.916 0.81
Base Classifier + DAPT 0.785 0.675 0.563 0.938 0.913 0.815
Relational (best) 0.778 0.732 0.596 0.93 0.922 0.817

Table 11: General Results: Average Weighted F1 Scores
after 5-Fold Cross Validation

removed from the training set. Specifically, any
articles used at any point for fine-tuning the clas-
sifiers were omitted. We present results for all
versions of the model which included DAPT with
this checkpoint in Tab. 12. We find that there is no
significant advantage to including labelled articles
in the pre-training set.

Model
Article-level Quantity-level

Type Cond Dir Type Ind +/−
RoBERTa + DAPT 0.382 0.636 0.47 0.697 0.769 0.776
RoBERTa + DAPT (LAR) 0.519 0.521 0.426 0.700 0.722 0.763

RoBERTa + DAPT + all noisy data 0.474 0.574 0.475 0.722 0.817 0.803
RoBERTa + DAPT (LAR) + all noisy data 0.465 0.562 0.429 0.698 0.787 0.776

RoBERTa + DAPT + best noisy data point 0.436 0.396 0.328 0.731 0.826 0.812
RoBERTa + DAPT (LAR) + best noisy data point 0.446 0.487 0.382 0.688 0.870 0.821

Table 12: Base models trained with DAPT, labelled
articles removed (LAR) from pre-training set

A.9 Error Analysis for Frame Prediction
In Tab. 5, we observe particular instability for
predictions over articles from Fox News and the
Wall Street Journal.

For Fox News articles, performance for article-
level predictions are particularly low. We attribute
this to the fact that there are only three training ex-
amples in the data. This prohibits the model from
learning to make predictions for the slightly differ-
ent writing style. Additionally, this means that the
test set is very small and one incorrect prediction
decreases the macro f1 score significantly. We note
that the training example for which an incorrect
article type was predicted, had a gold label of gov-
ernment but was predicted macro. This was also
a common disagreement among annotators, as de-
scribed in App. A.5, and therefore a more difficult
problem.

Quantity-level polarity was also unstable for Fox
News. There were only two training examples for
polarity. For the single error, the model predicted
neutral while the gold label was negative. This was
also a common disagreement among annotators.

In spite of sufficient training examples, we
achieve relatively low f1 scores on article-level pre-
dictions for documents from the Wall Street Jour-

nal. We believe that this may be attributed to the
difference in format of these articles compared to
those of other publishers. In Fig. 14, we observe
that of the 18 training examples, 14 had macro gold
labels. We believe that the class imbalance caused
the model to associate the Wall Street Journal writ-
ing with a macro label only. This is supported by
the fact that the model predicted that 17 of the 18
articles were of type macro.

Because the relational model predicts None for
the other article-level annotation components when
a label other than Macro is predicted for article
type, this type of error contributes to the lower F1
scores for article-level condition and direction. We
believe these errors can also be attributed to the
somewhat dryer delivery of information in WSJ
articles. Empirically, their articles tend to express
less opinion when discussing the economy com-
pared to other publishers in the corpus.

Figure 14: A significant majority of Wall Street Journal
training articles were of type macro, causing the model
to be biased toward this label.

A.10 Additional Framing Analysis Graphs
In Section 5.2 we investigated how economic indi-
cators are used by the New York Times, the Washing-
ton Post, and the Wall Street Journal. In addition
to the figures shown in that section we generated a
number of additional graphs that can be seen below.
These graphs are meant to provide additional detail
on how each publication is operating.

In Figure 15, we can see how the three publica-
tions choose to use jobs indicators in relation to the
underlying jobs numbers. Notably, we can see that
the New York Times and Wall Street Journal both
exhibit similar changes in their use of job indica-
tors in response to the change in underlying data.
The Washington Post also has a notable change in
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Figure 15: Selection of economic indicators referencing
jobs numbers from 2015 through 2023 in the New York
Times, Washington Post, and Wall Street Journal. Ag-
gregated Quarterly. Monthly payroll data can be seen in
the dotted blue line.

behavior, but its response is less persistent than that
of the other papers.

Figure 16: Framing of articles referencing job numbers
from 2015 through 2023 in the New York Times. Ag-
gregated Quarterly. Monthly payroll data can be seen in
the dotted black line.

Figures 16, 17, and 18, show how the New York
Times, the Washington Post and the Wall Street
Journal use jobs indicators in their reporting.

While all three publications chose to promptly
respond to the massive job loss caused by the pan-
demic, dramatically increasing their percent of cov-
erage devoted to jobs, the Journal dipped back
down quickly, the Post slowly dipped to their pre-
pandemic norm, and the Times slowly fell below
pre-pandemic norms (and as shown in Figure 5, the
Times had a relatively higher surge in their cover-
age of prices in this post-pandemic era). Further,
it is not just quantity, but the spin that makes the
frame: the Journal has very malleable framing, with
heavily positive coverage of jobs numbers as they
soured in the early Biden administration, while the

Figure 17: Framing of articles referencing job numbers
from 2015 through 2023 in the Washington Post. Ag-
gregated Quarterly. Monthly payroll data can be seen in
the dotted black line.

Figure 18: Framing of articles referencing job numbers
from 2015 through 2023 in the Wall Street Journal. Ag-
gregated Quarterly. Monthly payroll data can be seen in
the dotted black line.

Times coverage continued to be heavily negative
despite the historic run of jobs recovery.

Figure 19: Framing of articles referencing price (price
& energy) numbers from 2015 through 2023 in the New
York Times. Aggregated Quarterly. Monthly CPI data
can be seen in the dotted black line.

Figures 19, 20, and 21, show how the New York
Times, the Washington Post, and the Wall Street
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Figure 20: Framing of articles referencing price (price &
energy) numbers from 2015 through 2023 in the Wash-
ington Post Aggregated Quarterly. Monthly CPI data
can be seen in the dotted black line.

Figure 21: Framing of articles referencing price (price
& energy) numbers from 2015 through 2023 in the Wall
Street Journal. Aggregated Quarterly. Monthly CPI data
can be seen in the dotted black line.

Journal use price (including energy price) indica-
tors in their reporting. Once again, the New York
Times and Washington Post display consistently
negative framing of price indicators, while the Wall
Street Journal has a more balanced framing of such
indicators. It is interesting that the framing of price
indicators in the New York Times and Washington
Post seems almost static, with no obvious change
following the rise in inflation. This differs from the
shifts in framing we see in both papers in Figures
16 and 17.

415


