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ABSTRACT

Recent Large Reasoning Models have achieved significant improvements in com-
plex task-solving capabilities by allocating more computation at the inference
stage with a "thinking longer” paradigm. Even as the foundational reasoning ca-
pabilities of models advance rapidly, the persistent gap between a model’s per-
formance in a single attempt and its latent potential, often revealed only across
multiple solution paths, starkly highlights the disparity between its realized and
inherent capabilities. To address this, we present A2R, an Asymmetric Two-Stage
Reasoning framework designed to explicitly bridge the gap between a model’s
potential and its actual performance. In this framework, an “explorer” model first
generates potential solutions in parallel through repeated sampling. Subsequently,
a “synthesizer” model integrates these references for a more refined, second stage
of reasoning. This two-stage process allows computation to be scaled orthogo-
nally to existing sequential methods. Our work makes two key innovations: First,
we present A2R as a plug-and-play parallel reasoning framework that explicitly
enhances a model’s capabilities on complex questions. For example, using our
framework, the Qwen3-8B-distill model achieves a 75% performance improve-
ment compared to its self-consistency baseline. Second, through a systematic
analysis of the explorer and synthesizer roles, we identify an effective asymmetric
scaling paradigm. This insight leads to A2R-Efficient, a “small-to-big” variant
that combines a Qwen3-4B explorer with a Qwen3-8B synthesizer. This config-
uration surpasses the average performance of a monolithic Qwen3-32B model at
a nearly 30% lower cost. Collectively, these results show that A2R is not only a
performance-boosting framework but also an efficient and practical solution for
real-world applications.

1 INTRODUCTION

Large Language Models (LLMs) have achieved remarkable progress in solving complex reasoning
tasks, driven by advances in model scaling, data quality, and both training and inference-time tech-
niques (Brown et al., 20205 |(Chowdhery et al.|[2023;|OpenAll 2023} [Touvron et al., 2023} DeepSeek-
Al et al.,2025; Team et al.,[2025). Among these, inference-time methods such as Chain-of-Thought
prompting (Wei et al.l 2022)) greatly enhance reasoning by encouraging models to generate explicit
intermediate steps, thereby improving performance on complex tasks. Building on this, multi-path
approaches such as self-consistency (Wang et al., [2023) and best-of-N (Brown et al., 2024a) de-
coding further boost accuracy by sampling diverse reasoning trajectories. Early studies introduce
self-reflection and self-correction mechanisms (Madaan et al., [2023; |Shinn et al., 2023 |[Kumar et al |
2025), which improve robustness by allowing LL.Ms to critique and revise their own reasoning steps.

While these advances have elevated model performance, a substantial gap remains between single-
pass and multi-pass reasoning. Across diverse benchmarks, models consistently achieve much
higher pass@K scores when multiple reasoning paths are sampled, underscoring the limitations
of single-pass inference. For example, math reasoning tasks often show gains of 15-20 points when
scaling from pass@1 to pass@8. This gap reflects a core limitation of the prevailing single-path de-
coding paradigm: once a suboptimal step is taken early in the reasoning process, the entire trajectory
can be irreversibly diverted—a phenomenon termed the ‘prefix trap’ (Luo et al.| 2025).

In this work, we explore the parallel allocation of inference computation—a dimension of improve-
ment that is orthogonal to both parameter scaling and sequential inference-time scaling, making
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it complementary to existing approaches. While previous inference-time scaling techniques, such
as self-consistency (Wang et al.| [2023)), can improve model performance by aggregating outcomes
from multiple independently generated reasoning paths, they suffer from two fundamental limita-
tions. First, the independent generation of candidates leads to redundant computation and prevents
information sharing across paths. Second, the aggregation stage is purely selective—typically rely-
ing on simple voting or ranking |Cobbe et al.|(2021); |Uesato et al.| (2022b)); |/Aggarwal et al.| (2023);
Wang et al.| (2024)), without performing any additional reasoning or integrating insights from the
complete set of reasoning chains. Consequently, it remains an open question what characteristics
would define a more effective model for this aggregation and synthesis role.

We propose Asymmetric Two-Stage Reasoning (A2R), a novel framework that enhances language
model reasoning by decoupling inference into two complementary phases: a divergent exploration
stage that produces diverse reasoning paths, and a convergent synthesis stage that integrates them.
Unlike prior parallel inference approaches that aggregate answers through simple voting or selec-
tion, A2R introduces a Synthesizer model that performs generative re-reasoning over the full set of
reasoning chains. This process enables the model to form a holistic view of the candidate solutions,
identify consistent evidence, and synthesize a more accurate and robust final answer.

To assess the effectiveness of A2R, we first apply it to a setting where the same model is used in both
stages. On complex reasoning benchmarks like AIME 2024, AIME (AIME2024,2024;| AIME2025|
2025), and BeyondAIME (BeyondAIME;, 2025), this two-stage process delivers substantial gains;
for example, employing Qwen3-8B-distill as both explorer and synthesizer with four reasoning paths
achieves a 75% relative performance increase over the majority voting baseline, demonstrating the
benefit of structured re-reasoning without any change in model size or training.

The significant improvements in the symmetric setup motivated us to dissect the framework and
uncover the key drivers of performance. We conduct a systematic analysis of model capabilities
within their respective A2R roles. Our results reveal a strong positive correlation between synthe-
sizer capacity and performance gains: stronger synthesizers consistently deliver better outcomes.
This shows that the synthesizer must exceed the explorer in reasoning ability, and that treating it as
a mere router is both insufficient and suboptimal.

Motivated by these findings, we introduce A2R-Efficient, an asymmetric architecture for parallel
reasoning. In this design, a smaller Explorer generates diverse reasoning paths, while a larger Syn-
thesizer performs a final re-reasoning step to produce a consolidated answer. The Synthesizer is
further fine-tuned with reinforcement learning, enabling it to critically evaluate candidate paths and
generate more reliable outputs. This asymmetric configuration achieves accuracy comparable to a
much larger single model while reducing computational cost by about 30%. Overall, A2R demon-
strates an efficient strategy for parallel inference: minimize the expense of exploration and allocate
greater capacity to synthesis to maximize performance.

Our main contributions are as follows. First, we propose A2R, a plug-and-play framework that
decouples reasoning into a parallel exploration phase and a synthesis phase. Unlike prior methods
that rely on passive selection, A2R introduces explicit generative re-reasoning over complete reason-
ing chains, substantially narrowing the gap between single-pass performance and a model’s latent
reasoning potential. Second, through a systematic analysis of the framework’s internal roles, we
identify an effective asymmetric scaling paradigm: the synthesizer’s capacity is the critical bottle-
neck and the primary driver of performance. Building on this insight, we introduce A2R-Efficient,
which uses a lightweight Explorer with a stronger Synthesizer. This configuration matches the per-
formance of a much larger monolithic model while reducing computational cost by about 30%.
Together, these contributions establish A2R as a principled and efficient strategy for unlocking the
full reasoning potential of LLMs through coordinated parallel inference.

2 REALATED WORK

Test-time scaling Increasing computational overhead at test-time to boost the performance of
LLMs on complex tasks has become a widespread and effective research paradigm. Chain-of-
Thought (Wei et al., [2022) prompting pioneered the use of step-by-step reasoning, representing a
pivotal shift away from intuitive System1(L1 et al.| 2025) processes. Building on this, tree- and
graph-based (Yao et al.| 2023} Besta et al.| 2024) methods use explicit backtracking and branching
to navigate a landscape of potential solutions, moving beyond a single path to further expand the
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computational budget. A recent breakthrough in tackling long-horizon reasoning involves Rein-
forcement Learning with Variable Reward (RLVR), an approach pioneered by models like OpenAl-
Ol1, DeepSeek-R1 (OpenAll 2024; [DeepSeek-Al et al., 2025) that signals the arrival of System 2
capabilities. However, a prefix trap (Luo et al, |2025) will still constrain the model’s performance
when it begins with a poor start, though it has the capability to self-correct, which seems a natural
trouble in causal language models. Furthermore, although models enhanced by advanced RLVR al-
gorithms achieve significant performance, a persistent gap between their pass@ 1 and pass @k scores
remains, irrespective of their overall strength. Therefore, we aims to establish a novel paradigm for
test-time computation to reconcile a model’s potential capabilities with its observable performance.

Parallel reasoning As a foundational parallel reasoning paradigm, self-consistency (Wang et al.,
2023)) methods concurrently generate multiple responses and select the final output through vot-
ing. Another line of research involves methods like Process Reward Models and Outcome Reward
Models (Uesato et al.l [2022a)), which utilize an external judge to identify the best answer through a
process known as Best-of-N (Brown et al., |2024b) sampling. More recently, the research commu-
nity has seen the emergence of sophisticated parallel reasoning frameworks like Adaptive Parallel
Reasoning (Pan et al.|[2025)) and Multiverse (Yang et al.,[2025)), which explore more efficient compu-
tation structures and incorporate advanced engineering optimizations. Closely related to our work,
the Sample Set Aggregator (SSA) (Q1 et al., [2025)) also utilizes a separate model to aggregate mul-
tiple sampled outputs rather than relying on simple voting. However, our work differs from SSA
in two critical aspects. First, our A2R framework analyzes resource allocation between the explo-
ration and synthesis stages from a computational cost perspective, leading to our proposed efficient,
asymmetric “small explorer, large synthesizer” architecture. Second, we conduct a systematic anal-
ysis of the second-stage Synthesizer model, revealing that its intrinsic reasoning capacity is the key
determinant of the final performance upper bound—a factor not fully explored in prior work.
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Figure 1: Figure 1: Overview of the A2R framework.(a) Generating multiple reasoning traces and
candidate answers in parallel.(b) Integrating traces and performing a re-reasoning step to produce a
solution.(c) Collecting reasoning paths from the Explorer for training data curation.(d) Fine-tuning
the Synthesizer with reinforcement learning on the collected paths.

3 METHOD

In this section, we introduce in detailed of Asymmetric Two-Stage Reasoning (A2R) framework.
A2R consists of two complementary stages: an exploration stage, where the Explorer generates
multiple independent reasoning paths (Section [3.1)), and a synthesis stage, where the Synthesizer
integrates and re-reasons over these paths to produce a consolidated solution (Section 3.2). To
further improve synthesis, we fine-tune the Synthesizer with reinforcement learning (Section [3.3)).
An overview of the A2R architecture is provided in Figure[T]

3.1 EXPLORER

The first stage of our framework is designed for exploration. Given a query (), the Explorer model
Mg generates IV diverse reasoning paths in parallel. Each path P; consists of a detailed reasoning
trace T; and a concise answer component A;:

PLZ(E,AL) fOfizl,...,N
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To manage the context length limitations of the subsequent stage, we construct a reference context
R, by concatenating only the answer components A;, from each of the IV paths. It’s important to
note that each A; is not just a final numerical or single-word answer but is itself a concise chain of
thought that shows how the answer was derived.

Ryef = concat(Ay, Ag, ..., AN)

The purpose of this stage is to cast a wide net, capturing multiple potential lines of reasoning. This
rich, multi-faceted context serves as the foundation for the next stage.

3.2 SYNTHESIZER

The second stage performs synthesis. Here, the Synthesizer Model Mg is prompted with a compos-
ite query Q'—formed by combining the original query ) with the reference context R, from the
Explorer—to carry out a consolidated re-reasoning step.

SYNTHESIZER PROMPT TEMPLATE

Instruction: You can solve the problem using the provided references, or you can choose to find a
new solution. The final answer should be placed in boxed{}.

Query: Original Query @

Reference: < referencel > A1 < /referencel >< reference2 > Az < /reference2 >
.- < referenceN > Anx < /referenceN >

Unlike simple aggregation methods like majority voting that only consider the final outcomes, the
Synthesizer leverages the full reasoning context of the candidate answers. It performs a generative
synthesis, allowing it to identify correct steps from flawed paths, correct errors, and produce a more
accurate reasoning chain and final answer A f;y,4..

3.3 OPTIMIZING SYNTHESIS WITH REINFORCEMENT LEARNING

To enhance the Synthesizer’s reasoning ability and its capacity to better critique reference prompt,
we employ reinforcement learning (RL) and formulate the task as a policy optimization problem.
Our approach is based on the GRPO (Shao et al., 2024)) algorithm, which we adapt in several key
aspects. Following the DAPO (Yu et al., 2025) framework, we apply a token-level policy gradient
loss, a length-aware penalty, and dynamic sampling. The latter technique is particularly critical
for addressing the frequent “zero advantage” scenarios that arise from our paradigm’s high reward-
acceptance rate. Notably, we replace the critic’s “Clip-Higher” mechanism from DAPO with a
symmetric, fixed threshold for both low and high clipping bounds. As we found that for smaller
models, such as Qwen-4B and Qwen-8B, a lower high-clipping value significantly improves training
stability. Furthermore, we have introduced several key modifications to ensure our training process
remains stable:

* On-Policy Updates: To stabilize the training process, we set the train_batch_size and
train_mini_batch_size to be identical. This adjustment ensures that our updates are per-
formed in a fully on-policy manner.

* Controlled Temperature for Entropy Control: We observed that a relatively controlled
temperature of 0.7 helps maintain the entropy of the policy within a stable region. Our
experiments revealed that without this constraint, the entropy can increase exponentially
once it surpasses a certain threshold, leading to training instability.

The learning process is guided by a simple binary reward based on the final answer’s correctness:

. 1, if is_equivalent(§, y)
R =
(@:v) {0, otherwise
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The final policy is optimized using the following objective function:
J(0) = E (g, ra0)~D, Ry s {0:YE gy ()
G oil

ZZmln (th Agy,clip (ri1(0),1—e,1+€) A, ) (1)

11|1|z 1t=1

s.t. 0 < |{o; | is_equivalent(a, 0;)}| < G,
where r; 4 (6) is the policy probability ratio and flm is the standardized advantage, calculated as:

79(0i,1|q, Tret, 05,<1) 3 Ri —mean({R;}&,)

r; +(0) = R
) = onlarenone)’ T T Sd(RE)

4 EXPERIMENT

We evaluate the proposed A2R framework through a series of experiments. Our study begins with
a broad evaluation across models of varying sizes and origins, establishing the generality of A2R.
We then perform a systematic analysis to isolate the role of the Synthesizer’s reasoning capacity,
identifying it as the critical driver of performance. Finally, building on this insight, we investigate
an asymmetric configuration that pairs a smaller Explorer with a larger Synthesizer, showing that it
can rival the performance of a much larger monolithic model with significantly improved efficiency.

4.1 EXPERIMENTAL SETTINGS

Data. Our reinforcement learning adopts an off-policy strategy for efficiency. Since the Explorer
model is frozen during training, we decouple it from the RL loop and perform its inference externally
to construct the training dataset. Concretely, we curated a set of approximately 10k challenging
queries from the Skywork-OR1 dataset (He et al., 2025)), focusing on complex problems where the
A2R framework shows the most room for improvement. For each query, the Explorer generated
up to 16 diverse and valid candidate solutions via repeated sampling. To further enrich the data,
we introduced diversity by shuffling reasoning paths and by dynamically sampling different target
answers for the same query during training. This strategy yields a large and diverse dataset cost-
effectively, while avoiding unnecessary recomputation of Explorer outputs during training.

Training. To ensure the generality of our findings, our experiments were conducted on various
models from the Qwen series and a Deepseek-distilled model and all the experiments were con-
ducted on verl (Sheng et al.l 2024)) with a maximum sequence length of 8,192 tokens and a training
batch size of 32. All models were trained on the curated dataset until convergence. To assess the
performance of our framework, we evaluate it on a suite of highly challenging mathematical rea-
soning benchmarks derived from real-world competitions: AIME 2024, AIME 2025, and Beyond
AIME. To ensure stable and reproducible results, we report the standard pass@1 accuracy for all
benchmarks, averaged over 16 independent evaluation runs.

4.2 MAIN RESULTS

As presented in Table [1] our A2R framework delivers a significant performance uplift across three
challenging benchmarks, consistently outperforming both standard single-pass inference (Pass@1)
and the strong self-consistency (Cons@N) baseline across all tested models and path counts (N).
For the state-of-the-art Qwen3-32B model at N=4, A2R achieves an average score of 74.62, sur-
passing Cons@N by over a full percentage point and the Pass@1 baseline by nearly 7 points. This
robust outperformance validates our core hypothesis: A2R’s generative synthesis, which actively re-
reasons over diverse evidence, is a fundamentally more powerful approach than the passive, selective
aggregation of majority voting.
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\ Ned \ N=8 \ N=12
Benchmarks Models Pass@l @GN Pass@N AZR | Cons@N Pass@N  A2K | Cons@N Pass@N AR
Qwen3-4B 7463 | 7938 8144 8003 | 8005 8268 8050 | 8005 8361 8092
AIME 2004 Qwen3-8B 7530 | 7934 8276 7988 | 8047 8458 8055 | 8045 8574 8052
Qwen3-32B 8115 | 8474 8875 8689 | 8537 9121 8676 | 8566 9229  86.85
Qwen3-8B-Distll | 8230 | 8421  87.84 8678 | 8438 9018  87.17 | 8438 9153 8742
Qwen3-4B 6583 | 7370 8047 7444 | 1648 8390 7615 | 7150 8547 7544
AIME 2025 Qwen3-8B 68.67 | 7484 8048 7761 | 7738 8318 7740 | 78.16 8456  77.63
Qwen3-32B 7332 | 7845 8414 8145 | 8033 8607 8148 | 8058 8722  80.95
Qwen3-8B-Distll | 7493 | 79.12 8462 8205 | 8157 8669 8313 | 8238 8794 8385
Qwen3-4B 210 | 4575 5539 4894 | 4796 5952 4995 | 4878 6147 5013
BevondAIME | Qwen3-8B 4394 | 4724 5713 5007 | 4894 6207 5131 | 4941 6451 5215
y Qwen3-32B 43580 | 5239 6166 5552 | 5451 6631 5547 | 5509 6864 5523
Qwen3-8B-Distill | 5293 | 5747 6508 6004 | 5989 6885 6128 | 6078 7058 6225
Qwen3-4B 6085 | 6628 7243 6780 | 6816 7537 6887 | 6878 7685 6883
Averas Qwen3-8B 6264 | 67.14 7346 69.19 | 6893 7661 6975 | 6934 7827  70.10
erage Qwen3-32B 6776 | 7186 7318 7462 | 7340 8120 7457 | 7378 8272 7434
Qwen3-8BDistll | 7005 | 7360 7918 7629 | 7528 8191 77.19 | 7585 8335  77.84

Table 1: Detailed performance metrics of the A2R framework, including Pass@1, Cons@K,
Pass @K, and the final A2R score across different numbers of exploration paths.

Furthermore, the results unveil a compelling scaling trend: the performance advantage of A2R over
self-consistency becomes more pronounced as the base model’s capability increases. At N=4, for
example, A2R’s average improvement over Cons@N is +1.52 points for Qwen3-4B, but this advan-
tage expands to +2.76 points for the much stronger Qwen3-32B model. This indicates that A2R is
particularly effective at unlocking the enhanced reasoning abilities of more powerful models. We
also observe that A2R’s absolute performance scales with N, though its relative gain over Cons@N
is most significant at practical, lower values of N. A systematic analysis of these scaling dynamics
is provided in the following section.

4.3 DEEP ANALYSIS: THE ROLE OF THE SYNTHESIZER

In this section, we present a deep analysis to elucidate the ideal characteristics of the Synthesizer
model. This analysis, with results summarized in Table[2] comprises three key experiments designed
to probe the relationship between model capability and the A2R framework’s performance.

Capability Scaling. To examine how model capacity influences A2R, we evaluate the Qwen2.5-
Deepseek-distilled series at 1.5B, 7B, and 32B. Results in Table 2|reveal a clear scaling trend. The
1.5B model falls short of its self-consistency (Cons@8) baseline, suggesting that a model with
insufficient reasoning capacity struggles even to select the consensus answer in complex scenarios.
The 7B model performs on par with self-consistency, suggesting that moderate ability allows A2R
to match but not exceed the baseline. In contrast, the 32B model gains substantially, surpassing
Cons@8 and approaching its Pass@8 limit. These findings indicate that A2R’s advantages are
unlocked only when the Synthesizer has strong reasoning capability.

Asymmetric Configurations. We further tested asymmetric allocations by swapping the roles of
Qwen2.5-7B-D and Qwen2.5-32B-D. When the 32B model serves as Synthesizer for paths gener-
ated by the 7B Explorer, it achieves 77.92 on AIME24—surpassing not only the Explorer’s Cons @K
(65.17) and the Synthesizer’s own Pass@1 (67.00), but even the Explorer’s theoretical Pass@K
bound (75.89). This demonstrates that a strong Synthesizer can actively re-reason over references
rather than merely selecting them. In contrast, when the 7B model is used as Synthesizer, perfor-
mance drops to 71.25, below its Cons@K baseline (78.95), highlighting that weaker Synthesizers
cannot effectively exploit references. Since exploration dominates computational cost, a “small
Explorer, large Synthesizer” setup emerges as both efficient and effective.

Performance Constraint. We further examined asymmetric settings to assess whether A2R’s
effectiveness is bounded by the Synthesizer’s capability. Using Qwen3-8B-D as the Explorer,
we tested three Synthesizers: base Qwen3-8B, an RL-enhanced variant, and base Qwen3-8B-D.
As shown in Table [2] the weaker 8B Synthesizer yields poor results (85.21 vs. 86.27 for self-
consistency), and RL fine-tuning offers only marginal recovery (86.87). By contrast, the stronger
8B-D Synthesizer delivers substantial gains, approaching its Pass@K upper bound. These findings
confirm that the Synthesizer is the critical bottleneck: it must deeply re-reason over references rather
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Configuration (E — S) Dataset Pass@1l Cons@8 Pass@8 A2R

Capability Scaling — Qwen2.5 Family
AIME24 25.24 35.86 53.30 32.10
1.5B-D = 1.58-D AIME25 2210  20.62 3743  25.00

AIME24 50.19 65.17 75.89 65.85
AIME25 37.57 47.18 60.96 41.67

AIME24 67.00 78.95 84.07 84.17
AIME25 53.56 64.31 75.26 70.84

7B-D — 7B-D

32B-D — 32B-D

Asymmetric Configurations — Qwen2.5 Family
AIME24  50.19 65.17 75.89  77.92
7B-D — 32B-D AIME25 37.57 47.18 60.96  57.45

AIME24 67.00 78.95 84.07 71.25
AIME25 53.56 64.31 75.26 58.32

Performance Constrain — Qwen3 Family
AIME24 82.50 86.27 90.64 85.21
8B-D — 8B AIME2S 7459 8144  86.70  79.64

AIME24 82.50 86.27 90.64 86.87
AIME25 74.59 81.44 86.70 81.47

AIME24 82.50 86.27 90.64 89.59
AIME25 74.59 81.44 86.70 83.34

32B-D — 7B-D

8B-D — 8B (Opt)

8B-D — 8B-D

Table 2: The table details three experiments: (1) Capability Scaling, where Explorer and Synthe-
sizer models are identical and scaled up; (2) Asymmetric Configurations, where smaller Explorer
models are paired with larger Synthesizers and vice versa; and (3) Performance Constrain, which
demonstrates the framework’s ability to elicit the Synthesizer’s latent capabilities. D represents the
model is distilled from Deepseek.

than merely route answers, and A2R is most effective when combining an efficient Explorer with
the most capable Synthesizer available.

4.4 A2R-EFFICIENT: HIGH PERFORMANCE WITH OPTIMAL RESOURCE ALLOCATION

Motivated by our analysis confirming that a powerful Synthesizer is the key to performance, we
now present A2R-Efficient, an asymmetric framework designed for optimal resource allocation.
This configuration utilizes a smaller, cost-effective model as the Explorer and a larger, more capable
model as the Synthesizer, which is further optimized with reinforcement learning. We evaluate this
framework to demonstrate that an intelligent allocation of computational resources can achieve per-
formance comparable to or exceeding that of a much larger monolithic model, but with significantly
greater efficiency. To reflect real-world costs, we calculate the total cost based on the official Qwen
API pricing. Detailed pricing calculation and token usage is shown in the appendix

A striking initial result from Table [3|is the power of A2R even on a small model. The symmetric
Qwen3-4B A2R configuration achieves an average score of 67.80, effectively matching the per-
formance of the monolithic Qwen3-32B model (67.76) at a 31% lower computational cost. This
demonstrates that a small model can replicate the performance of a model 8x its size by leveraging
the structured re-reasoning of the A2R framework, offering a highly efficient alternative to deploying
massive models for baseline tasks.

Building on this, the asymmetric Qwen3-4B + Qwen3-8B configuration further validates our core
principle of allocating greater resources to the critical synthesis stage. This pairing boosts the av-
erage score to 68.31, definitively surpassing the Qwen3-32B baseline. Crucially, this significant
performance gain is achieved with only a minimal increase in computational overhead compared
to the symmetric Qwen3-4B setup. This is because the total inference cost is dominated by the N
parallel rollouts of the Explorer stage, making the upgrade of the single-pass Synthesizer a highly
efficient investment. This result shows that by adding a slightly larger model for synthesis—a com-
putationally lighter task than parallel exploration—we can achieve performance superior to that of a
much larger, single model.
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Benchmark Configuration (E —S) Pass@1l Cons@4 Pass@4 A2R Cost/1K

4B — 4B 74.63 79.38 81.44 80.03 0.201
4B — 8B 74.63 79.38 81.44 81.13 0.212
AIME 2024 4B — 8B(Opt) 74.63 79.38 81.44 80.63 0.211
8B (Baseline) 75.30 79.34 82.76 — 0.078
32B (Baseline) 81.15 84.74 88.75 — 0.271
4B — 4B 65.83 73.70 80.47 74.44 0.245
4B — 8B 65.83 73.70 80.47 74.28 0.257
AIME 2025 4B — 8B(Opt) 65.83 73.70 80.47 76.70 0.251
8B (Baseline) 68.67 74.84 80.48 — 0.097
32B (Baseline) 73.32 78.45 84.14 — 0.341
4B — 4B 42.10 45.75 55.39 48.94 0.242
4B — 8B 42.10 45.75 55.39 49.51 0.253
BeyondAIME 4B — 8B(Opt) 42.10 45.75 55.39 50.26 0.254
8B (Baseline) 43.94 47.24 57.13 — 0.101
32B (Baseline) 48.80 52.39 61.66 — 0.365
4B — 4B 60.85 66.28 72.43 67.80 0.235
4B — 8B 60.85 66.28 72.43 68.31 0.246
Average 4B — 8B(Opt) 60.85 66.28 72.43 69.20 0.245
8B (Baseline) 62.64 67.14 73.46 — 0.092
32B (Baseline) 67.76 71.86 78.18 — 0.343

Table 3: Comparison of computational costs for different size of Qwen3 model and A2R framework
configurations, measured in cost per thousand tokens.

The full potential of A2R-Efficient is unlocked through reinforcement learning. The final Qwen3-4B
+ Qwen3-8B(Opt) configuration achieves the highest overall average score of 69.20, setting a new
performance benchmark at a 29% lower computational cost. Additionally, due to the synthesizer’s
concise output, this approach does not introduce significant user-facing latency, making it highly
practical for real-world applications.

4.5 ABLATION

In this section, we investigate key settings that influence the stability of our reinforcement learning
training. Specifically, we examine the impact of on-policy versus off-policy update strategies and
the effect of temperature on policy entropy.

4.5.1 UPDATE STATERY

We investigate the impact of on-policy versus off-policy update strategies on training stability. For
this analysis, we use a baseline Reinforcement Learning with Verifiable Rewards (RLVR) setup,
training the Qwen3-4B model on a math domain dataset with the DAPO algorithm |Yu et al.| (2025)).
A key modification was made to the training configuration: the ’clip-higher’ value was deliberately
set to match the ’clip-low’ value. To compare the two approaches, the on-policy setting was imple-
mented by making the mini-batch size equal to the full batch size. Conversely, the off-policy setting
was established by making the full batch size four times larger than the mini-batch size.

As shown in Figure[3] we observe that while the off-policy setting achieves a rapid reward increase
due to more frequent policy updates, this approach also causes the policy entropy to rise sharply.
This escalating entropy leads to a concurrent increase in the gradient norm and a steep decline in
response length, which indicates significant training instability. In contrast, the on-policy setting,
despite exhibiting a slower initial reward increase, maintains much more stable training dynamics
across other key metrics. This stability permits longer and more consistent training, ultimately
leading to superior results. Therefore, we adopt the on-policy strategy as the default configuration
for all subsequent experiments.
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Figure 2: On-Policy vs. Off-Policy Training Dynamics

4.5.2 TEMPERATURE CONTROLLED

We found that the general temperature setting of 1.0 leads to training collapse at approximately 250
steps. Although the policy entropy increases steadily before step 200, it subsequently accelerates
rapidly to an extremely high value, which coincides with a significant drop in model performance.
Motivated by this instability, we investigated the influence of different temperature settings on train-
ing dynamics. Keeping all other hyperparameters identical, we conducted a comparative experiment
with the temperature set to 0.7. We observed that with this lower temperature, the policy entropy
starts from a lower initial point and increases more slowly over time. This configuration not only
produces a more stable response length curve compared to the standard setting but also achieves a
higher performance upper bound. Consequently, we adopted a temperature of 0.7 as the optimal
setting for our experiments.
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Figure 3: High-Temperature vs. Low-Temperature Training Dynamics

5 CONCLUSION

In this work, we introduced Asymmetric Two-Stage Reasoning (A2R), a framework that explic-
itly decouples inference into exploration and synthesis phases. By enabling a Synthesizer model to
perform generative re-reasoning over the diverse outputs of an Explorer, A2R substantially narrows
the gap between a model’s realized and latent reasoning capabilities. Our experiments demonstrate
consistent improvements over self-consistency baselines across multiple reasoning benchmarks, val-
idating that active synthesis is more powerful than passive aggregation. Through systematic analysis,
we showed that the Synthesizer’s intrinsic capability is the critical determinant of overall perfor-
mance. Stronger synthesizers not only yield greater improvements but also unlock the latent poten-
tial of weaker explorers, confirming the necessity of deep re-reasoning rather than simple answer
selection. Furthermore, our proposed asymmetric “small Explorer, large Synthesizer” configuration
achieves performance on par with much larger monolithic models while reducing computation cost
by nearly 30%, offering a practical and efficient deployment strategy.
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A APPENDIX

A.1 TOKEN USAGE AND PRICING

Explorer | Synthesizer Metric | Cost/1K

Benchmarks } Model TInputLen OutputLen | Model InputLen OutputLen } Pass@1 Cons@4 Pass@4  A2R |
4B 105 15768 4B 4577 4796 74.63 79.38 81.44  80.03 0.201
4B 105 15768 8B 4577 4879 74.63 79.38 81.44  81.13 0.212
AIME 2024 4B 105 15768 8B(Opt) 4577 4428 74.63 79.38 81.44  80.63 0.211
8B 105 15895 - - - 75.30 79.34 82.76 - 0.078
32B 105 13783 - - - 81.15 84.74 88.75 - 0.271
4B 159 19205 4B 4610 5808 65.83 73.70 8047 7444 0.245
4B 159 19205 8B 4610 5807 65.83 73.70 8047 7428 0.257
AIME 2025 4B 159 19205 8B(Opt) 4610 4574 65.83 73.70 8047  76.70 0.251
8B 159 19744 - - - 68.67 74.84 80.48 - 0.097
32B 159 17286 - - - 7332 78.45 84.14 - 0.341
4B 129 19263 4B 4293 4622 42.10 45.75 5539 4894 0.242
4B 129 19263 8B 4293 4766 42.10 45.75 5539 4951 0.253
BeyondAIME 4B 129 19263 8B(Opt) 4293 5032 42.10 45.75 5539 5026 0.254
8B 129 20553 - - - 43.94 47.24 57.13 - 0.101
32B 129 18554 - - - 48.80 52.39 61.66 - 0.365
4B 130 18597 4B 4406 4884 60.85 66.28 7243 67.80 0.235
4B 130 18597 8B 4406 4982 60.85 66.28 7243 6831 0.246
Average 4B 130 18597 8B(Opt) 4406 4832 60.85 66.28 7243 69.20 0.245
8B 130 18731 - - - 62.64 67.14 73.46 - 0.092
32B 130 17422 - - - 67.76 71.86 78.18 - 0.343

Table 4: Comparison of computational costs for different size of Qwen3 model and A2R framework
configurations, measured in cost per thousand tokens.

We calculated the total cost using the following formula:

COStExplorer =N x (Tin,E X Pin + Toul,E X Pout) (2)
COStSynthesizer = Tins X B + Tous X Pou 3)
Costrota = COStExplorer + COStSymhesizer “4)

where we need to precisely measure the number of input and output tokens (represented by 7j, and
Tout, respectively) and apply their separate prices to accurately calculate the final cost.

A.2 THE USE OF LARGE LANGUAGE MODELS (LLMS)

In accordance with the conference policy, we disclose the use of Google’s Gemini (Comanici et al.}
2025) large language model (LLM) as an assistive tool in the preparation of this manuscript. The
LLM’s primary role was as an advanced writing assistant, used for tasks such as rephrasing sen-
tences for improved clarity, correcting grammatical errors, and polishing the academic tone. Spe-
cific sections, including the introduction, experimental methods, and the reproducibility statement,
were iteratively refined with the model’s assistance to enhance their precision and readability. While
the LLM provided significant assistance with language and drafting, the core research ideas, exper-
imental design, and scientific contributions are entirely the work of the human authors. The authors
maintained full intellectual control over the content and bear full responsibility for all claims and
any potential errors in the final manuscript.
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