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Although accuracy and computation benchmarks are widely available to help
choose among neural network models, these are usually trained on datasets
with many classes, and do not give a good idea of performance for few (< 10)
classes. The conventional procedure to predict performance involves repeated
training and testing on the different models and dataset variations. We propose
an efficient cosine similarity-based classification difficulty measure S that is
calculated from the number of classes and intra- and inter-class similarity metrics
of the dataset. After a single stage of training and testing per model family,
relative performance for different datasets and models of the same family can be
predicted by comparing difficulty measures — without further training and testing.
Our proposed method is verified by extensive experiments on 8 CNN and ViT
models and 7 datasets. Results show that S is highly correlated to model accuracy
with correlation coefficient |r| = 0.796, outperforming the baseline Euclidean
distance at |r| = 0.66. We show how a practitioner can use this measure to
help select an efficient model 6 to 29x faster than through repeated training
and testing. We also describe using the measure for an industrial application
in which options are identified to select a model 42% smaller than the baseline
YOLOv5-nano model, and if class merging from 3 to 2 classes meets requirements,
85% smaller.

Keywords: classification difficulty - class similarity - neural network selection -
image classification - efficient models.

1 Introduction

Much information is available to compare neural network models. Besides inherent
features such as size and speed, model performance is measured by accuracy
on public datasets. This information is invaluable for comparing models, but it
is often far-removed from predicting how a model will perform on a particular
application. One reason for this is that most public datasets have many classes
(e.g., 1000 for ImageNet [7], 80 for COCO [26]). But many applications have
far fewer classes. For example, 7 for object identification while driving [5], 6 for
wildlife animal detection [35], 4 for cancer cell classification [41], and 2 each for
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crowd [30], cattle [20], hardhat [55] and ship, SAR detection [27], to name but a
few. Another reason is that the difficulty of the instances in the datasets is often
unknown in both the benchmark and application dataset. For both these reasons,
it is difficult to extrapolate from performance for the large public datasets to
performance on a particular application of much different number of classes and
similarity between classes.

The classification difficulty of an application depends in large part upon
its dataset characteristics. For instance, an application whose classes have very
similar features will generally have higher classification difficulty than for one
with lower inter-class similarity. Although the general relationship between data
characteristics and classification difficulty is known, there are benefits to quantify-
ing this by means of a difficulty measure. For instance, knowing the classification
performance of a model on a dataset, how will it perform on a different dataset?
One could train and test, or alternatively one could compare dataset difficulties.
We show how the latter is a lightweight approach requiring much less computation
especially for few-class (< 10 classes) applications.

In this paper, we propose a quantitative, lightweight measure of classification
difficulty for an application dataset based upon the number of classes and class
similarity. Although the measure can be applied to datasets of all sizes, it is most
suitable for datasets of fewer classes (<10), which are typical of many practical
applications. For these applications, the difficulty measure can help direct a
practitioner to a model whose balance of accuracy and computational efficiency
meet the requirements.

Contributions of this work are summarized as follows:

1. Analytical — Determination of a mathematical relationship between classifi-
cation difficulty and the dataset characteristics.

2. Experimental — Experimental results showing how dataset classification
difficulty relates to model performance.

3. Practical — Quantifying the efficiency advantage of using dataset classifica-
tion difficulty for smaller size and lower power model selection and, dataset
modification.

4. Use Case — An industrial example of how dataset classification difficulty is
used to adjust application specifications toward a more efficient model choice.

This paper is organized as follows. In Section 2, we discuss related literature
on model selection and difficulty measures. In Section 3, a new measure of dataset
classification difficulty is presented. We present experimental evidence of the
quantitative relationship between dataset characteristics and model performance
in Section 4. We show an example of how the measure is used in an industrial
application in Section 5. The results are discussed and summarized in Section 6.

2 Related Work

2.1 Model Selection

In recent years, a plethora of neural architectures have been designed, trained,
and made easily available such that a practitioner will usually select a model
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rather than designing or training one from scratch. However, with the increas-
ing number of efficient architectures (e.g. MobileNets [18,43,23] , SqueezeNet
[24] ShuffleNets [56,31] , EfficientNet [51], etc.), selecting a proper model to
satisfy an application’s requirements becomes even more challenging. To select a
model, existing approaches can be categorized into four options: 1) off-the-shelf,
2) transfer learning plus targeted training, 3) scaled model selection, and 4)
selection from model repository (with caveats as described below).

For the first option, numerous off-the-shelf models [11,19,10] have been
trained on a dataset containing the same classes as the application, for instance
for pedestrian detection [8], flower classification [54], fish classification [50], and
food detection [49]. Although this can save substantial time from data collection
and training, it often fails in real-world applications due to a feature shift in
deployed environments due to such factors as different camera capture angles,
backgrounds, scales, etc.

A second option is transfer learning [58] by which a model is trained on a
larger, standard dataset such as ImageNet [7] or COCO [26], stripped of its
classification layer (leaving the backbone), then fine-tuned on objects of the
application of interest. A drawback to this popular choice is that the backbone
incorporates extraneous features than are often needed for the application classes.
Although transfer learning facilitates the selection of a neural model with high
accuracies, the model will inevitably be larger than one trained on only the
classes of interest for the same level of accuracy.

A third option is to choose from a scaled model family — a collection of models
that share the same general architecture, but whose size (width and depth) are
adjusted with a scaling factor. Examples include the EfficientNet family [51] from
B0 to B7, and YOLO family [22] from nano to extra-large scales. This paper
focuses on efficiency for small, practical applications. Therefore, experiments
on the smaller sizes of the EfficientNet image classifier and the YOLO object
detector [12] are chosen for testing our small model regime.

The fourth option is to select a pre-trained model from a model repository [14,
57]. This is a fast way to start using a model, but it is different than the focus of
this paper in two ways. Our focus is on selecting efficient models to match dataset
characteristics. The most efficient models must be trained on the dataset of the
application. This is unlike a model repository whose models may be efficient,
but are unlikely for the application dataset specifically. The second difference
is that our methods are directed to the data side versus the model side [21,46].
This enables different application datasets to be compared by their classification
difficulty rather than different models to be compared by their performance on
pre-trained datasets.

2.2 Image Classification Difficulty

No matter which type of classifier is used, the empirically observed behavior of
classifiers is strongly data dependent. Previous to the widespread adoption of
neural networks, classification difficulty was largely measured by the ability to
distinguish classes volumetrically in multi-dimensional feature space. A classical
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measure is Fisher’s Discriminant Ratio, by which a large difference in class means
and small sum of their variances describes a less difficult classification problem [40].
In [17], complexity measures are described that include feature overlap, feature
efficiency, separability of classes, and geometry of the class manifolds. Although
the embedding space of a neural network is also a feature space, neural networks
often have much higher dimensionality of nonintuitive (machine-learned) features,
which have the ability to better distinguish highly non-linear class boundaries,
thus leading to neural network classification difficulty measures different from
these previous measures.

A number of image difficulty measures have been proposed. For metric learning
[2,29,9], the loss function is set to minimize the similarity between images of
the same class during training, where similarity is measured as the dot product
between embeddings (usually from the last hidden layer of the model) of two
images [52,15,37]. Another way to measure difficulty is by classification error on
a difficulty-scaled range of datasets [44, 33, 39] or models [6]. Machine difficulty
scores can also be used to prune filters associated with easier features during
training [38], and by more highly weighting filters of difficult features during
inference [32].

One difference from these previous papers is that we focus upon classification
difficulty. Many references calculate single-image difficulty for purposes of cur-
riculum, or simple-to-difficult, learning [52, 1, 15, 37] and scaled model selection
[48]. In [32], intra-class difficulty is measured for the purpose of weighting classes
differently during training. In contrast to single-image difficulty, we incorporate
intra- and inter-class similarity in determining a difficulty measure for application
datasets containing many images of multiple classes, as shown in Section 3. And
is Section 4, we show by experiment how the measure varies for different numbers
of classes, similarities, models, and datasets.

3 Dataset Classification Difficulty Measure

Cosine similarity is a common measure used to quantify the similarity between
two feature vectors,

Z; Zj

(1)
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where z; and z; are feature vectors of image ¢ and j respectively.
Whereas equation 1 is the similarity between two vector instances, we are

interested in the average similarity between pairs of instances in the same class,

and pairs of instances between classes respectively,

intra-class: Sg(C) = i Z S(xi,%;) (2)
™M it

inter-class: Sg(C,,Cy) = S Z S(xi,%;5) (3)
"2 ieCa ey
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where n; is the number of intra-class pair combinations from a single class set of
instances x € C, and ny is the number of inter-class pair combinations between
instances of two classes z; € C, and z; € Cy.

For a classification problem with N¢, classes, the average intra- and inter-class
similarities are respectively,

Sw=-- Sk Se=--3 Sk, (4)

where ns is the number of classes Ng and ny = (z\gc) = No(Ne —1)/2 is the
number of combinations of class pairs without repetition.

Our earlier results (summarized in Table 1 in later sections) show that
classifying a dataset is difficult when images in a class are similar to other classes.
This observation implies that a dataset’s difficulty is directly related to inter-class
similarity and inversely to the intra-class similarity. Based on this, our difficulty
measure design rationale is to capture both types of similarity jointly, summarized
as weighted similarity score S. To further ensure the score falls in a consistent
range, we additionally design a measure, dubbed soft similarity score S that
normalizes the weighted intra- and inter-class similarity scores by its maximum.
Formally, we define S and S as,

1+)\SS‘R,(1,)\S)S‘E S— >\5§R*(1*>\s)‘§E
2 ’ ~ maz(A\sSr, (1 — \s)SE)

where )\, is a weighting factor (default to 0.5) to balance Sp and Sg.

S’:

()

4 Experiment

In this section, we begin with experiments showing the effect of the number of
classes on model accuracy. We then add similarity, and in the last subsection
show how the combined difficulty measure is used for a real application.

4.1 Number of Classes

It is known that accuracy reduces when more classes are involved, or equivalently
a larger model is needed to maintain the same accuracy. This is because more
visual features are needed to separate the classes and the decision boundary
is more complex accordingly. We perform experiments in this section, first to
confirm this relationship empirically, and second to gain a more quantitative
insight into how the relationship changes across the range of few to more classes.

We performed four sets of experiments. The first was for object detection
using the YOLOv5-nano [22] backbone upon randomly-chosen, increasing-size
class groupings of the COCO dataset [26]. Ten groups with N¢yp, of {1, 2, 3,
4, 5, 10, 20, 40, 60, 80} were prepared. For each group, we trained a separate
YOLOv5-nano model from scratch. we set the initial learning rate as 0.01 with
weight decay 0.0005 at image size 640 using SGD optimizer. As seen in Fig. 1
(a), accuracy decreases with number of classes as expected. But perhaps not
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Fig. 1. Overall relationship of performance versus the number of classes N¢r,. Each
dot denotes an average of 3 subsets for each N¢,, while error bars represent standard
deviations (each multiplied by 5 in (b) for visibility). (a) Image classification accuracy
decreases for the classifiers tested when the number of CIFAR-10 classes is increased
from 2 to 10. (b) Object detection accuracy and recall (R) decrease when the number of
COCO classes is increased from 1 to 80. (c) Accuracy plot for increasingly smaller models
from YOLOv5-nano through eight sub-YOLO models (SY1-8) and class groupings of 1
(Nc[,:l), 10 (NCL:10), and 80 (NCL:8O).

anticipated is the fact that the accuracy decrease is steep for very few classes,
say 5-10 or fewer, and flattens beyond 10. We will examine later in the paper the
difference between classification with few versus more classes.

The second set of experiments is for image classification on the CIFAR-10
dataset. With many fewer classes in CIFAR-10 [25] than COCO (10 versus
80), we expect to see how the number of classes and accuracy relate for this
smaller range. We extracted subsets of classes — which we call groups — from
CIFAR-10 with N ranging from 2 to 9. For example, one group with Noyp =4
contains airplane, cat, automobile, and ship classes. We trained 3 classifiers from
scratch for each group, EfficientNet-B0, VGG19 [47], and MobileNet V2 [43].
Results of the image classification experiments are shown in Fig. 1 (middle). The
classifiers used for testing, showed the expected trend of accuracy reduction as
N¢y, per group increased. However, the trend was not as monotonic as might be
expected. We hypothesized that this might be due to the composition of each
group. Class groupings were randomly chosen, so they have different levels of
inter-class similarity. We explore how inter-class similarity affects accuracy in
the next section.

The third set of experiments involves reducing model size for classifying
different numbers of classes and measuring accuracy versus computation effort
in GFLOPS. We prepared 90 random class groups from the COCO minitrain
dataset [42]. There are 80 groups with N¢p, = 1, each containing a single class
from 80 classes. There are 8 groups with Noy = 10. The final dataset is the
original COCO minitrain with Nop = 80. We scale YOLOvV5 layers and channels
down in model size with the depth and width factors already used for scaling the
family up in size from nano to x-large. Starting with depth and width multiples
of 0.33 and 0.25 for YOLOv5-nano, we reduce these in step sizes of 0.04 for depth
and 0.03 for width. In this way, we design a monotonically decreasing sequence
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of sub-YOLO models denoted as SY1 to SY8. We train each model separately
for each of the six groupings. Results of sub-YOLO detection are shown in Fig.
1 (right). There are three lines where each point of mAPQ.5 is averaged across
all models in all datasets for a specific N¢oy. An overall trend is observed that
fewer-class models (upper-left blue star) achieve higher efficiency than many-class
models. Another important finding is that, whereas the accuracies for 80 classes
drops steadily from the YOLOv)-nano size, accuracy for 10 classes is fairly flat
down to SY2, which corresponds to a 36% computation reduction, and for 1 class
down to SY4, which corresponds to a 72% computation reduction.
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Fig. 2. Overall trend of 5 efficient CNNs and 2 ViTs on 4 datasets: model performance
tends to decrease while N¢y, increases. Each dot denotes the average accuracy of 5
subsets for Nor,. The error bars represent standard deviations of accuracy in 5 subsets.
Accuracy: Top-1 Accuracy. RN: ResNet. MNv2: Mobilenet V2. EN: EfficientNet. MV:
MobileViT. SW: Swin Transformer. CT256: CalTech256, CF100: CIFAR100, FD101:
Food101, IN1K: ImageNet1K.



8 B. B. Cao et al.

In the fourth set of experiments, we extend to 7 models on 4 datasets, covering
5 Convolutional Neural Networks (CNNs) and 2 Vision Transformers (ViTs) shown
in Fig. 2, totaling 1225 training/testing runs. Models include ResNet18, ResNet34
[16], MobileNet V2 [43], EfficientNet-B0, EfficientNet-B1 [51], MobileViT [34]
and Swin Transformer [28]. Transformers are included for completeness. However,
they are initially designed for scaling up, which is not efficient as the focus of
this paper. Therefore a lightweight ViT MobileViT is chosen. We select datasets
consisting of natural images, including CalTech256 [13], CIFAR100 [25], Food101
[4] and ImageNet1K [7]. We vary the number of classes Ny, from 2 to 10 with
step size 2. For each N¢p, 5 subsets are randomly selected (seed number 0-4)
from the full dataset. A model is trained and converged in each subset, then the
validation Top-1 accuracy is reported. By default, we use SGD optimizer with
learning rate 0.1, momentum 0.9 and weight decay 0.0001 to train our models.

The importance of the findings in this section should be emphasized for
few-class, practical applications where computational efficiency and low energy
use is required. Not only is accuracy higher for fewer-class application datasets,
but the practitioner can choose smaller and smaller models with small accuracy
penalty, but much smaller energy use (as shown in the right plot of Fig. 1).

4.2 Intra- and Inter-Class Similarity

We start with an experiment for didactic purposes to indicate how our subjective
notion of similarity relates to accuracy. We test with 3 models, EfficientNet-B0
(EB0), VGG-19 (V19), and MobileNet V2 (MV2). Table 1 shows accuracy results
for groupings of 2 and 4 classes from the CIFAR-10 dataset, which we have
subjectively attributed similarity values of “yes” and “no”. For each model, the
accuracies in bold are the highest for their groupings, corresponding to the class
groupings of lower subjective similarity. In the final column (I-CS), the objective
inter-class similarity scores also correspond to our subjective designations.

nCl Classes Similarity EBO V19 MV2 I-CS
4 cat, deer, dog, horse yes 0.84 0.86 0.76 0.57

4 airplane, cat, auto, ship no 0.91 0.94 0.93 0.12

2 deer, horse yes 0.92 0.94 0.89 0.61
2 auto, truck yes 0.91 0.95 0.93 0.56
2 airplane, frog no 0.98 0.98 0.96 0.11
2 deer, ship no 0.98 0.98 0.96 0.08

Table 1. Accuracies for three image classifiers (EB0O, V19, MV2) for class groupings of
nCL = 2 and 4 whose similarities are initially subjectively assigned, but are supported
by Inter-Class Similarity (I-CS), an objective measurement in the final column.

To illustrate the relationship between class similarity scores and accuracy, we
calculate these using EfficientNet-B0 for all pairwise classifications in CIFAR-10
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Fig. 3. Matrices showing relationships among pairs of classes: (a) binary classification
accuracy matrix using EfficientNet-BO0, (b) binary-class similarity matrix with Sg metric,
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(b). The polynomial function with a degree of d = 3 (blue) has least mse compared
with d = 2 (green) and d =1 (red). Sim.: Similarity. Acc.: Accuracy. Rel.: Relationship.

and show results in Fig. 3. The left matrix shows accuracy results between pairs
of classes. The middle matrix shows average intra-class similarity scores on the
diagonal and inter-class scores in the off-diagonal boxes. The absolute value of the
Pearson correlation coefficient [3] |r| between the binary classification accuracy
(left matrix) and the similarity scores (middle matrix) is 0.77, showing strong
correlation between these two measures. All (similarity, accuracy) pairs are
shown in the plot (right) clearly indicating the strong inverse correlation. Of note,
the lowest similarity data point in the top left of the plot is for the (automobile,
deer) pair, and the highest similarity data point in the bottom right is for the
(cat, dog) pair.

We further explore the type of relationship between similarity and accuracy
in terms of nonlinearity. Specifically, in the data points in Fig. 3 (c), we fit three
polynomial functions f(s) = poz?+ ... +P(d—1)T +pq with degree d € {1,2,3}. To
measure these functions accuracy, we compute the Mean Squared Error mse =
= Ziv(accg — acc;)? between the prediction of accuracy (acc’) and ground truth
of accuracy (acc) with inter-class similarity as input. Results show that degree of
3 has the least mse = 2.93 x 10~* compared to degrees of 2 (mse = 3.16 x 10~%)
and 1 (mse = 3.77 x 10~%), respectively. The nonlinearity (e.g. d = 3) between
similarity and accuracy can suggest that when images in a dataset become
similar and similar in a certain scale, the expected gain of a model’s accuracy is
diminished. This insight can assist the estimation of an efficient neural network’s
performance in a real-world scenario under some resource-constraints.

4.3 Similarity Metric Efficiency

To select a neural network model for an application, a common first step is to
identify models that attain the requirements. In this paper, we focus on efficient
applications, so appropriate selections include small model families such as YOLO,
MobileNet, and EfficientNet-B0 (classification or object detection variants of
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these depending upon the goal of the application). A model would be chosen,
trained and tested. Another model, larger or smaller depending upon results
of the first choice, would be trained and tested, and compared. This training
and testing cycle would continue until the model closest the the application
requirements is found.

Use of the difficulty measure offers a much faster way to find an appropriate
model. If a model of interest has been previously trained and tested on an
application, and the difficulty measure of that application has been determined,
then the practitioner can do the following. Calculate the difficulty measure of the
current application dataset. If the measure is higher than previously, then the
application will likely require a larger model, and if not a smaller model. This
procedure guides the selection process up or down the model family levels, where
the advantage is that training and testing are not required, just similarity score
measurement.

Note that this is a relative measurement procedure, which needs to start
with a model already trained-and-tested, but for a developer who has done
many applications, this is already available. Furthermore, one could project that
practitioners would publish similarity scores and associated model accuracies for
applications they have done for the benefit of other practitioners. To be clear,
the application classes do not have to be the same, just the relative difficulty
measures.

The traditional alternative is to perform training and inference testing all
combinations of attribute values. For Ny, classes, binary classification of pairs
requires (N gL) training and inference operations. In comparison, for the difficulty
measure, we need to train once for all combinations of binary classifications (the
same training that would happen traditionally). Then, instead of testing, only
the pairwise similarities between pairs needs by performed, an expense of one
vector multiply each, rather than a full neural network test requiring the number
of multiplies of the model. For subsequent tests of different datasets, training
does not have to be repeated; instead the cached latent space is used for pairwise
similarity tests.

An example of runtime comparison for the CIFAR10 dataset is shown in Table
4.3. We compare against three convolutional neural networks (CNNs) designed
for small or embedded applications. Both CNN and similarity metric approaches
require initial training. For the similarity metric, there is an additional one-time
task of feeding all test images into the similarity metric, which takes 0.72 seconds,
and then caching, which takes 0.63 seconds. Applying the similarity metric takes
0.76 seconds to calculate a similarity score for each pair of images. In comparison
for conventional testing, each image must undergo full CNN testing to obtain its
predicted accuracy.

4.4 Difficulty Measure Evaluation

The purpose of a difficulty measure is to provide a means to estimate a model’s
performance. To that end, we employ the Pearson correlation coefficient [3]
r to measure the correlation between difficulty and accuracy. A higher value
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Model terain (s/epoch) tiest (S/pair)
VGG19 0.69 4.49
EfficientNet-B0 3.13 21.82
MobileNet V2 2.19 15.05
Similarity Metric 3.31 0.76

Table 2. Results of runtime comparison of Similarity Metrics and some popular CNN
models. s: second, pair: all pair of instances in two classes.

of the absolute value |r| indicates a stronger correlation of two vectors, while
|r| > 7 is commonly considered as strongly correlated [53] [45]. Since we target
efficiency, we use the smallest models in ResNet18 and EfficientNet-B0 in this
experiments. CalTech256 is selected due to its focused object categories, balanced
class distribution and consistent labels, which are suitable for resource-constrained
research.

In the following experiments, similarity is computed in the latent space of
image encoder in DINOv2 [36] — a large-scale model that is commonly used to
extract robust image features in recent research.

Difficulty Method Comparison: We compare our proposed similarity-
based measures S and S against Euclidean distance baselines D and D in DINOv2
latent space, where,

1+)\dDE_(1_/\d)DR D: /\dDE_(l_/\d)DR

D = 5 — —
2 ma:r()\dDE, (1 - Ad)DR)

(6)

Results in Table 3 demonstrate that our proposal S (|r| > 0.7) outperforms
the baseline D (|r| < 0.7).

| lr|
A |D S D S
0.25 [0.546 0.757 (+0.211) |0.600 0.788 (10.188)

0.50 [0.696 0.789 (+0.093) |0.660 0.796 (+0.136)
0.75 [0.691 0.762 (+0.071) [0.660 0.796 (+0.136)

Table 3. Comparison of similarity-based S and Euclidean distance-based D difficulty
measure with various A by the absolute value of Pearson correlation coefficient |r|.

Effect of A\: We vary the weight A that balances Sg and Sg (Dr and Dg
for D. Results in Table 3) show that both reach the highest scores when A = 0.5,
specifically S = 0.789, S =0.796, D = 0.696, D= 0.660, respectively.

Difficulty Measure Ablation Study: We ablate components in S defined
in Equation 5. In particular, ablating S reduces the absolute Pearson correlation
coefficient |r| from 0.789 to 0.692, while |r| decreases to 0.702 by removing Sg.
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w/o Sr (As = 0) w/o Sg (As = 1) ‘S
0.692 0.702 |0.789
Table 4. Ablation Study of S by Pearson correlation coefficient |r|.

Results in both Table 3 and 4 verify our design intuition that jointly consid-
ering intra- and inter-class difficulty measures is beneficial.

Besides helping select an appropriate model there is another practical use for
difficulty measurement of an application dataset. Sometimes the requirements for
an application offer options to enable trading off one requirement for another. For
example, application requirements might allow two options, one for classification
of 5 classes at some accuracy level and cost ceiling, and another for classification
of 4 classes at the same accuracy level but at a lower cost. An industry example
of this requirement tradeoff is given in Section 5.

5 Classication Difficulty for an Industry Application

We have applied the classification difficulty measure to model selection for an
industry application involving video analytics for human-robot interaction.

Necr S Class Ym Ys Yn Y-1 Y-2 Y-3
Label (21.1M) (7.2M) (1.9M) (1.1M) (0.16M) (0.07M)

p-walk 0.748 0.728 0.727 0.725 0.665 0.654
3 0.18 p-cart 0.720 0.690 0.674 0.681 0.576 0.500
robot 0.865 0.872 0.827 0.82 0.747 0.635

mAP 0778 0.764 0.743 0.742 0.663 0.596

person 0.753 0.752 0.732 0.719 0.691  0.657
2 0.15 robot 0.872 0.875 0.827 0.814 0.755 0.650

mAP 0.812 0.813 0.779 0.766 0.723 0.654
4.4% 64% 4.9% 32% 91% 9.7%

Table 5. Results of detection of YOLOvV5 medium (Ym), small (Ys), nano (Yn) and
the sub-YOLO models (Y-1, Y-2, Y-3) on 3-class (person-walk, person-cart, robot)
and 2-class (person, robot) cases respectively. The bracketed numbers below the model
names are their model sizes. The accuracy is mAP@O0.5. The numbers in the second
from bottom row are in bold to show that 2-class accuracy is higher than for 3-class, and
the numbers in the bottom row show the percentage improvement. The red numbers
show that the sub-YOLO1 model can achieve similar accuracy to the YOLOs model,
but with 6.5x smaller size when class grouping is reduced from 3 to 2. The bottom row
shows the accuracy improvement from 3 to 2 classes for each model.
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The objective is to recognize human activity from fixed hallway cameras
of an assembly factory so as to reduce human-robot interaction (HRI). Three
classes were identified and trained for this application, person-walk, person-cart,
and robot. The person class was initially separated into two, person-walk and
person-cart (person walking and person pushing a cart). This was because this
distinction was deemed useful — and we didn’t want to retrain if we just trained
on two classes at the outset.

Results in Table 5 show in general that the 3-class group with similarity value
0.18 has lower accuracy across models than the 2-class group with similarity value
0.15. For the 3-class option, one good choice that balances accuracy and size
would be the sub-YOLO1 model, whose accuracy is just 0.743 — 0.742 = 0.001
less than the YOLO-nano model, but whose size is 1.1/1.9 = 0.579 (or 42%) of
the YOLO-nano. When the person-walk and person-cart classes are merged into
a single person class, then sub-YOLOL1 could be chosen with essentially the same
accuracy as YOLOs, but with 85% smaller size.

6 Conclusion

The difficulty measure proposed here provides a relative measure that, knowing
the performance of a model for one dataset, one can predict the model performance
for the same dataset on different models of a model family or on other datasets
on the same model.

In this paper, we have proposed a measure of dataset classification difficulty
based upon three characteristics of a dataset, number of classes, intra-class
similarity, and inter-class similarity. We have experimented with 9 neural network
models on 7 datasets to demonstrate the relationship between model accuracy
and dataset difficulty. Our proposed similarity-based method outperforms the
baseline using Euclidean distance in terms of correlation with accuracy by Pearson
correlation coefficient. We have shown the utility of the difficulty measure in
guiding a practitioner to an efficient model architecture without repeated training
and testing for different datasets.
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