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Abstract001

Most of current large language models (LLMs)002
based on next-token prediction suffer from003
the failures both in teacher-forcing training004
and autoregressive inference. Although non-005
autoregressive approaches offer alternative so-006
lutions to mitigate these problems, the difficulty007
in model inference and enormous cost for long008
text generation greatly impedes the application009
in tasks a LLM is good at. We here present010
a framework to predict next n tokens at once,011
which bridges the gap between autoregressive012
and non-autoregressive generation. According013
to this framework, we propose to exploit mul-014
tiple identical mask tokens appended after in-015
put context together with a novel mask recipe016
called future-aware self-attention mask for gen-017
eration. Using this method, we finetune the018
pretrained models of Qwen2 series and eval-019
uate the derived models on five benchmarks.020
Our finetuned model evidently surpasses those021
trained using two existing methods under the022
same condition. We also verify the great poten-023
tial of our method in unrolling the autoregres-024
sive generation and discuss several directions025
for further improvement.026

1 Introduction027

In recent years, large language models (LLMs)028

profoundly advance the application of text gen-029

eration, ranging from text summarization (Lewis030

et al., 2020; Zhang et al., 2020; Du et al., 2022)031

and question-answering (Brown et al., 2020; Raffel032

et al., 2020; Touvron et al., 2023) to code comple-033

tion (Chen et al., 2021; Guo et al., 2022) and math-034

ematical problem solving (Touvron et al., 2023;035

Frieder et al., 2024; OpenAI et al., 2024). Nearly036

all of these distinguished LLMs such as GPT-3037

(Brown et al., 2020), LLaMA (Touvron et al., 2023)038

and Qwen2 (Yang et al., 2024) take next-token039

prediction (NTP) as the typical training task and040

inference method. However, several types of fail-041

ures induced from NTP cannot be neglected de-042

spite of the superior performance of these LLMs 043

on many downstream tasks (Bachmann and Na- 044

garajan, 2024). Consequently, it is necessary and 045

meaningful for generative LLMs to explore new 046

approaches that essentially alter the conventional 047

methods of training and inference. 048

There are actually plenty of related work focus- 049

ing on non-autoregressive generation to avoid the 050

disadvantages of NTP-based approaches. One pop- 051

ular kind is to exploit diffusion process in con- 052

tinuous or discrete space to reconstruct the real 053

sentence from a corrupted sequence via iterative 054

denoising (Li et al., 2023), such as D3PM (Austin 055

et al., 2021), Diffusion-LM (Li et al., 2022), Dif- 056

fusionBERT (He et al., 2023) and AR-Diffusion 057

(Wu et al., 2023). Other methods employ an au- 058

toencoder or an energy function to generate an ex- 059

pected sentence iteratively (Ghazvininejad et al., 060

2019; Savinov et al., 2022; Mireshghallah et al., 061

2022), theoretically different from predicting the 062

next token conditioning on its preceding context. 063

Although effective in certain settings, the difficulty 064

of determining the length of target sequence dy- 065

namically and enormous computational cost for 066

long text generation impede the application of these 067

methods. Despite all this, non-autoregressive meth- 068

ods still inspire us to pursue more efficient and 069

effective way by generating multiple tokens in par- 070

allel. 071

In fact, predicting multiple tokens from one pass 072

has been reinvestigated recently to fulfill the need 073

of inference speedup. Stern et al. (2018) proposed 074

blockwise parallel decoding by predicting future 075

tokens at once and then verifying them in paral- 076

lel. Since the emergence of speculative decoding 077

(Leviathan et al., 2023; Chen et al., 2023), a lot 078

of researches focus on more practicable and effi- 079

cient means to produce future candidates for the tar- 080

get LLM, such as predicting from different decod- 081

ing heads (Cai et al., 2024; Gloeckle et al., 2024) 082

or though look-ahead embeddings (PaSS) (Monea 083
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et al., 2023). However, most of these methods con-084

sider multi-token prediction as an auxiliary means085

to speed up the generation of NTP-based models,086

instead of mitigating NTP-inherent failures.087

Combining these excellent ideas, we formal-088

ize the theoretical framework of next-n-token089

prediction (NNTP). As the term suggests, NNTP090

is just a generalized version of classical NTP to091

produce multiple tokens simultaneously (e.g., Fig-092

ure 1). As in Bachmann and Nagarajan’s (2024)093

work, we propose to exploit multiple identical094

mask tokens appended after input context, together095

with a delicate mask recipe called future-aware096

self-attention mask, to generate the continuation.097

We then finetune several pretrained models of098

Qwen2 series using different configurations of cer-099

tain hyper-parameters through this method, and100

evaluate the derived models on five benchmarks.101

We firstly choose the best configuration and verify102

the great potential of our method in unrolling the103

autoregressive generation in the meantime. Then104

we finetune the Qwen2 7B model using the best105

configuration and compare our method with others.106

Although our finetuned models exhibits slightly107

inferior performance than the original, we still ob-108

serve evident improvement compared to two exist-109

ing methods under the same condition. Our method110

significantly surpasses the work of Gloeckle et al.111

(2024) with linear output heads by 0.059 accuracy112

increase on MMLU, 0.185 on HellaSwag, 0.046 on113

WinoGrande, 0.058 on RACE and 47.8 perplexity114

decrease on LAMBADA, and slightly outperforms115

PaSS (Monea et al., 2023) by 0.077 accuracy in-116

crease on HellaSwag, 0.011 on RACE and 1.93117

perplexity decrease on LAMBADA. Finally, we118

analyze the error distribution over positions corre-119

sponding to newly-generated tokens and discuss120

several directions for further improvement.121

Although predicting multiple tokens has been122

studied before (Cai et al., 2024; Gloeckle et al.,123

2024; Monea et al., 2023), the present work offers124

the following contributions by conducting a thor-125

ough investigation of NNTP at both training and126

inference time.127

1. We present a framework of NNTP to predict128

n subsequent tokens simultaneously by sum-129

marizing previous work and explain three fea-130

tures of this framework;131

2. For the NNTP framework, we propose to ex-132

ploit identical mask tokens together with a133

novel mask recipe for generation and validate 134

its effectiveness on five benchmarks; 135

3. The potential in unrolling the process of au- 136

toregressive generation is clearly verified and 137

a simple yet effective technique is unveiled 138

to improve the ultimate performance of our 139

method. 140

We will introduce the framework of NNTP and 141

a new method based on it, and then present experi- 142

mental results in following sections. 143

2 Method 144

2.1 Framework of Next-N-Token Prediction 145

With the help of a language model, we can fun- 146

damentally estimate the likelihood of an arbitrary 147

sentence through the token sequence encoded from 148

it. Given the sequence x = {x1, x2, . . . , xL} of a 149

sentence, the joint probability can be typically fac- 150

torized into the product of conditional probabilities 151

of next token via the chain rule 152

p(x) =

L−1∏
i=0

p(xi+1|x≤i), (1) 153

where x≤i denotes the prefix sequence of token 154

xi+1. According to this formulation, it is natural 155

to induce the framework of next-token prediction 156

(NTP), which predicts a subsequent token condi- 157

tioning on its context at every step. So far, al- 158

most all of causal LLMs are built upon NTP via 159

teacher-forcing training and autoregressive infer- 160

ence (Bachmann and Nagarajan, 2024). We gener- 161

alize this concept and then formalize the framework 162

of next-n-token prediction (NNTP) by gathering 163

inspiration of recent advances in speculative decod- 164

ing and multi-token prediction (Cai et al., 2024; 165

Gloeckle et al., 2024; Monea et al., 2023). 166

As implied by its name, a language model based 167

on NNTP produces n subsequent tokens simultane- 168

ously conditioning on a given context. Supposing 169

{x1, x2, . . . , xc} (c < L) is the given context of a 170

complete sentence mentioned above, we formalize 171

the language modeling via NNTP by refactorizing 172

the joint probability 173

p(x) = p(x1, x2, . . . , xL)

= p(x1, x2, . . . , xc)

p(xc+1, . . . , xc+n|x≤c)

p(xc+n+1, . . . , xc+2n|x≤c+n)

. . .

p(xc+kn+1, . . . , xmin(L,c+(k+1)n)|x≤c+kn),

(2)
174
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Figure 1: An illustration of a causal language model with parallel inputs for next-n-token prediction. By appending
two mask tokens after input context, the model will generate three new tokens from one forward pass in this case.
The position in the sequence corresponding to each new token (x̂7, x̂8, x̂9) is referred to as production position for
brevity.

where k + 1 =
⌈
L−c
n

⌉
, indicating the total steps to175

generate the whole sequence autoregressively.176

We refer to the number of tokens n predicted177

simultaneously from a single pass of a LLM as178

unrolled stride for convenience. Accordingly, the179

positions corresponding to these newly-generated180

tokens as the continuation of input context are re-181

ferred to as production positions for brevity (e.g.,182

Figure 1). It is demonstrable that the steps of au-183

toregression is inversely proportional to unrolled184

stride at inference. This simple correlation grad-185

ually bridges the gap between autoregressive and186

non-autoregressive generation by varying the un-187

rolled stride from small to large. Moreover, since188

the unrolled stride during training is not required189

to be identical to that at inference time, we use190

ntrain and ninfer as notations in order to distinguish191

one from the other. We formally conclude three192

exciting features from NNTP framework:193

1. Although it seems apparent that a NNTP-194

based model produces tokens autoregres-195

sively (Eq. 2), it actually behaves like non-196

autoregressive generation when the inference197

stride ninfer becomes large enough;198

2. A LLM trained with a large stride ntrain can be199

normally used with any ninfer smaller than or200

equal to ntrain at inference, i.e. ninfer ≤ ntrain;201

3. With particularly designed architecture, a202

LLM can generate more tokens simultane-203

ously than the predicted number during train-204

ing, namely ninfer > ntrain.205

Note that NNTP framework only works for206

Transformer-based language models processing in-207

puts parallelly (Vaswani et al., 2017), not recurrent208

models emitting one token at a time like LSTM 209

(Merity et al., 2018) and Mamba (Gu and Dao, 210

2024). 211

2.2 Predict with Mask Tokens 212

According to the framework of NNTP, we intro- 213

duce a simple modification to generative LLMs 214

with Transformer as backbone (Vaswani et al., 215

2017). As depicted in Figure 1, multiple identical 216

mask tokens are appended after the given context as 217

inputs. The number of mask tokens is evidently de- 218

termined by the unrolled stride ntrain or ninfer spec- 219

ified beforehand. A clear difference from PaSS is 220

that we replace all “look ahead” tokens with a same 221

mask token (Monea et al., 2023). Such modifica- 222

tion essentially leads to a similar model specialized 223

for teacherless training in Bachmann and Nagara- 224

jan’s (2024) work, which is also derived from PaSS 225

(Monea et al., 2023). An incredible advantage of 226

identical mask tokens in different production posi- 227

tions is that such architecture implements the third 228

feature of NNTP framework. In other words, we 229

can predict any number of subsequent tokens (i.e., 230

unrestricted ninfer) from a forward pass, once the 231

mask embedding has been learned in training. 232

2.3 Future-aware Self-Attention Mask 233

In addition to identical mask tokens, we also pro- 234

pose a novel mask recipe termed as future-aware 235

mask for self-attention computation. Inspired by 236

the researches of UNILMv2 (Bao et al., 2020) and 237

GLM (Du et al., 2022), we come up with two types 238

of future-aware mask to enable certain queries of 239

interest to attend all future keys except for padding 240

ones: 241

• Type I Only queries in production positions 242
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Figure 2: Two types of future-aware self-attention mask.
All mask tokens can attend each other and their pre-
ceding keys (green). For future-aware mask Type I,
the query in the first production position x6 can attend
all mask tokens appended after input context (orange),
while on the contrary for Type II. Other queries are
strictly prevented from attending future keys (grey),
same as causal mask in Transformer (Vaswani et al.,
2017).

(x6 and [M] in Figure 2) can attend all future243

keys, while others just attend themselves or244

their history as in causal mask used in Trans-245

former (Vaswani et al., 2017);246

• Type II Slightly different from Type I, the247

query in the first production position (x6 in248

Figure 2) only attends itself or keys preceding249

it.250

Even though both types of future-aware mask ba-251

sically share similar mask matrices added to self-252

attention logits before softmax, Type II makes it253

possible to cache the keys and values of the last254

context token (x6 in Figure 2) for next inference255

step. Such minor improvement eventually avoids256

some redundant computation especially in generat-257

ing very long sentence with a small unrolled stride.258

We use future-aware mask Type I in following ex-259

periments for the sake of better performance, unless260

otherwise specified.261

3 Experiments262

We preprocess the English Wikipedia as training263

corpus and then finetune different LLMs using two264

approaches (See Appendix A). To evaluate the per-265

formance of finetuned models, we carefully choose266

five benchmarks about text comprehension and con- 267

tinuation: MMLU (Hendrycks et al., 2021b,a), Hel- 268

laSwag (Zellers et al., 2019), LAMBADA (Paperno 269

et al., 2019), WinoGrande (Sakaguchi et al., 2019) 270

and RACE (Lai et al., 2017). At last, experimen- 271

tal results are gathered and presented in following 272

subsections. 273

3.1 Unrolled Stride in Training 274

First of all, we investigate the effect of unrolled 275

stride during training on the ultimate performance 276

of finetuned models. Using Qwen2 1.5B as the base 277

model, we finetune it with the stride ntrain varying 278

from 2 to 16, and evaluate each derived model with 279

inference stride ninfer = 2, 4, 8 respectively. We 280

use future-aware mask Type I by default in this 281

experiment. Experimental results on two kinds of 282

tasks, HellaSwag for multiple choice question and 283

LAMBADA for word prediction, are illustrated in 284

Figure 3a and 3b. 285

As we can see, too small strides (e.g., ntrain = 2) 286

always lead to poor performance on both Hel- 287

laSwag and LAMBADA under all circumstances. 288

An interesting phenomenon is that all models 289

finetuned with large strides consistently produce 290

high accuracies on HellaSwag when the inference 291

strides are small (i.e., ntrain > ninfer). We conjec- 292

ture that this is due to the ability of foreseeing fu- 293

ture tokens beyond current production positions in 294

every generation step, which is probably acquired 295

from finetuning via NNTP. The abnormal trend of 296

ntrain > ninfer = 4 on LAMBADA may be caused 297

by very short answers restricting the potential of 298

NNTP (See Table 5). From Figure 3a and 3b, we 299

can find the best performance for ninfer = 2, mod- 300

erate for ninfer = 4 and the worst for ninfer = 8 301

using each finetuned model on both benchmarks. 302

We leave this to next subsection for further inves- 303

tigation. If we intentionally keep the inference 304

stride same as the training one, a consecutive per- 305

formance drop can be observed by increasing the 306

unrolled strides. Through a rough theoretical anal- 307

ysis, the explosive complexity of NNTP at training 308

and inference time naturally takes responsibility 309

for this degradation (See Appendix C). According 310

to the results on HellaSwag and LAMBADA, we 311

choose ntrain = 4 for remaining experiments if not 312

specified. 313

3.2 Unrolled Stride at Inference 314

Besides the training stride, the unrolled stride at 315

inference may also have a significant impact on 316
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(a) (b)

(c) (d)

Figure 3: Evaluation results of finetuned models corresponding to different unrolled strides in training and at
inference. The accuracies of derived models after finetuning Qwen2 1.5B with different training strides on
HellaSwag are illustrated in (a). (b) presents the perplexity of same models as (a) on LAMBADA benchmark. (c)
and (d) exhibit the performance of finetuned Qwen2 1.5B models when evaluating with different inference strides
on HellaSwag and LAMBADA respectively.

the evaluation results. We still finetune the Qwen2317

1.5B model with different training stride ntrain =318

3, 4, 6 respectively, and then evaluate each derived319

model with unrolled stride varying from 2 to 16.320

As in previous experiment, we use future-aware321

mask Type I as the default setting.322

As depicted in Figure 3c, we discover that the323

accuracy on HellaSwag decreases monotonically324

with the increase of unrolled stride at inference.325

A similar trend can be observed on LAMBADA326

benchmark in Figure 3d, where the perplexity of327

generated tokens becomes worse and worse if the328

inference stride gets large. It is not surprising since329

the search space of possible outputs grows expo-330

nentially with the increasing inference stride (See331

Appendix C). We also find the perplexity on LAM-332

BADA remains unchanged for ninfer ≥ 4, due to333

small answer length of each example in this dataset 334

(See Table 5). Specially, all of our finetuned models 335

achieve relatively poor yet acceptable performance 336

when the unrolled stride at inference exceeds the 337

training one (i.e., ninfer > ntrain). This exciting re- 338

sults clearly demonstrate the superiority of the third 339

feature of NNTP framework implemented through 340

identical mask tokens (Section 2.1). In order to 341

examine the potential of NNTP and expect rela- 342

tively better performance using finetuned models, 343

we choose ninfer = 4 to conduct following experi- 344

ments unless specified otherwise. 345

3.3 Future-aware Self-attention Mask 346

In spite of unrolled strides, the mask recipe also 347

plays an important role in improving the effective- 348

ness of NNTP-based language models. We fine- 349
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HellaSwag (acc ↑) LAMBADAstd (ppl ↓)
ninfer = 2 ninfer = 4 ninfer = 8 ninfer = 2 ninfer = 4 ninfer = 8

Future-aware Mask Type I 0.7059 0.5946 0.4732 10.77 11.92 11.96
Future-aware Mask Type II 0.7050 0.5909 0.4755 11.45 12.68 12.71
Causal Mask 0.7023 0.5823 0.4373 12.90 14.38 14.43

Table 1: Comparison results of different mask recipes. We apply each mask recipe to the base Qwen2 7B model and
then finetune it with ntrain = 4. As for evaluation, we also employ the same mask recipe as training for each derived
model. Each model is evaluated with three different inference strides to reduce accidental bias.

tune Qwen2 7B model by employing three kinds of350

mask recipes: two types of future-aware mask and351

causal mask. The causal mask is firstly proposed352

in Transformer (Vaswani et al., 2017) and widely353

used in generative LLMs (Touvron et al., 2023;354

Yang et al., 2024), which only allows each query to355

attend its preceding keys or itself in self-attention356

computation. We use the same mask recipe as in357

finetuning when evaluating each derived model.358

The resulting models are evaluated on HellaSwag359

and LAMBADA benchmarks with different infer-360

ence strides for fair comparison.361

From Table 1, we can conclude that future-aware362

self-attention mask substantially surpasses the con-363

ventional causal mask, and future-aware mask Type364

I generally works slightly better than Type II. Ob-365

viously, the modification that allows queries in pro-366

duction positions to attend future keys evidently367

enhances the capability of generative LLMs. The368

superior performance of future-aware mask further369

proves the great potential of foreseeing the future370

when generating text via NNTP. As a consequence,371

we use future-aware mask Type I during training372

and at inference by default.373

3.4 LLMs of Different Sizes374

Using the chosen settings discussed in previous375

subsections, we experiment with LLMs of various376

sizes via NNTP. Based on pretrained models of377

Qwen2 series, we present the performance of both378

original and finetuned models. The evaluation re-379

sults of the former on five benchmarks are marked380

with NTP and the later with NNTP as shown in381

Table 2.382

There is an obvious trend that large-sized models383

outperform those of small sizes in terms of accu-384

racy or perplexity on all benchmarks. It clearly385

verifies one aspect of the well-known “scaling law”386

that the performance of LLMs scales with model387

size (Kaplan et al., 2020). Another phenomenon is388

that all models finetuned via NNTP always fail to389

achieve comparable performance to corresponding390

base models without finetuning. According to Ta- 391

ble 2, our finetuned models only reach about 97% 392

of the original in terms of accuracy on MMLU, 393

75% on HellaSwag, 85% on WinoGrande and 80% 394

on RACE. Furthermore, we discover that the per- 395

formance gap between finetuned and original mod- 396

els correlates with the answer length of different 397

benchmark datasets. For example, we can observe 398

an evident degradation of our NNTP-based models 399

on HellaSwag with longest answers (29.44 tokens 400

in average), while our models exhibit comparable 401

performance on MMLU with just one token as an- 402

swers (Table 5). We conjecture that this is because 403

the complexity of NNTP grows with the increas- 404

ing unrolled strides at both training and inference 405

time (See Appendix C). It is worth to note that our 406

method essentially turns into a non-autoregressive 407

solution for tasks requiring short answers, such as 408

MMLU and LAMBADA. Therefore, our proposed 409

method exhibits a promising advantage in unrolling 410

the process of autoregressive generation. 411

3.5 Comparison with Other Methods 412

In this subsection, we compare our method with 413

two existing methods adapted from Gloeckle et al. 414

(2024) and Monea et al. (2023) respectively. In 415

order to adapt to the requirement of NNTP, we 416

reimplement both methods by changing the specu- 417

lative decoding into predicting multiple tokens at 418

once. We exploit the terms “Multi-token Heads” 419

and “Look-ahead Tokens” to represent the major 420

characteristic of each method and to distinguish 421

them from ours. Note that only linear output heads 422

are implemented in the “Multi-token Heads” model 423

for simplicity. Using Qwen2 7B pretrained weights, 424

we initialize and train a model through each of 425

these methods. The evaluation of two resulting 426

models and ours (marked with NNTP) is conducted 427

under a same condition, that is predicting 4 tokens 428

simultaneously from one pass. All experimental 429

results are presented in Table 3. 430

From Table 3, we can see that all models fine- 431
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MMLU HellaSwag LAMBADAstd WinoGrande RACE
acc ↑ acc ↑ ppl ↓ acc ↑ acc ↑

Qwen2 0.5B (NTP) 0.4405 0.4906 15.38 0.5777 0.3445
Qwen2 0.5B (NNTP) 0.4247 (0.96x) 0.3614 (0.74x) 213.56 0.5296 (0.92x) 0.2670 (0.78x)
Qwen2 1.5B (NTP) 0.5508 0.6548 6.93 0.6598 0.3665

Qwen2 1.5B (NNTP) 0.5397 (0.98x) 0.4369 (0.67x) 40.07 0.5580 (0.85x) 0.2852 (0.78x)
Qwen2 7B (NTP) 0.6946 0.7882 4.67 0.7222 0.3990

Qwen2 7B (NNTP) 0.6743 (0.97x) 0.5946 (0.75x) 11.92 0.6054 (0.84x) 0.3234 (0.81x)

Table 2: Performance of Qwen2 models of different sizes before and after finetuning. We choose original models of
Qwen2 series without instruction tuning as base models. The original models are marked with NTP, while those
after finetuning with NNTP.

MMLU HellaSwag LAMBADAstd WinoGrande RACE
acc ↑ acc ↑ ppl ↓ acc ↑ acc ↑

Original (NTP) 0.6946 0.7882 4.67 0.7222 0.3990
Multi-token Heads 0.6156 0.4095 59.72 0.5596 0.2651
Look-ahead Tokens 0.6769 0.5180 13.85 0.6101 0.3129

Ours (NNTP) 0.6743 0.5946 11.92 0.6054 0.3234
Ours (NTP) 0.6743 0.7743 4.35 0.7088 0.3876

Ours (NNTP + NTP) 0.6743 0.7783 4.27 0.6993 0.4010

Table 3: Comparison results of different methods. The original is Qwen2 7B model without instruction tuning,
which serves as the base model for comparing other methods. “Multi-token Heads” and “Look-ahead Tokens”
represent two existing methods adapted from Gloeckle et al. (2024) and Monea et al. (2023) respectively. Our
finetuned model is particularly evaluated via three different ways, including next-token prediction (marked with
NTP), next-n-token prediction (NNTP) and using dynamic strides in decoding (NNTP + NTP). Three models
in the middle rows are actually finetuned and evaluated using the same setting, i.e., predicting 4 future tokens
simultaneously.

tuned and evaluated via NNTP are inferior to the432

original model using NTP on five benchmarks, in-433

cluding those trained through “Multi-token Heads”434

and “Look-ahead Tokens”. It is quite reasonable435

since NNTP is inherently more complex than NTP436

in both stages of training and inference (See Ap-437

pendix C). Regardless of such inferiority for now,438

our method clearly outperforms other two methods,439

especially on HellaSwag. “Multi-token Heads” per-440

forms much worse than “Look-ahead Tokens” and441

our method on all benchmarks, which may caused442

by the lack of dependence among different output443

heads of linear type. Contrarily, “Look-ahead To-444

kens” can capture the dependence among tokens445

in production positions partly through causal mask,446

and ours through future-aware self-attention mask.447

Moreover, our method obviously surpasses two448

others by implementing the third feature of NNTP449

framework, which is predicting any number of to-450

kens from one pass at inference (Section 2.1).451

We further investigate the underlying reasons452

responsible for the degradation of NNTP-based453

models. Using the finetuned model via NNTP, we454

firstly evaluate it by autoregressively predicting 455

next token (marked with NTP). Inspired by the 456

idea of speculative decoding, we then use dynamic 457

unrolled stride at inference: (1) predicting n sub- 458

sequent tokens simultaneously as a candidate se- 459

quence at each step; (2) accepting the first token 460

(or first few tokens) in the candidate sequence and 461

feeding it together with preceding context to the 462

model for next step. The results of such decoding 463

are marked with “NNTP + NTP” for convenience. 464

According to Table 3, our model (NTP) exhibits 465

slightly inferior performance than the original if de- 466

coding via NTP. Such phenomenon partly demon- 467

strates that NNTP is a much harder task for training 468

than NTP, resulting in a less effective next-token 469

predictor than before finetuning. The contrary trend 470

on LAMBADA may be caused by short answers 471

in that dataset (See Appendix D). In spite of the 472

performance drop induced from training, we still 473

observe more severe degradation if changing the 474

decoding method via NTP to NNTP using the same 475

model (0.7743 to 0.5946 on HellaSwag, 4.35 to 476

11.92 on LAMBADA, 0.7088 to 0.6054 on Wino- 477

7



Grande and 0.3876 to 0.3234 on RACE). This fact478

indicates that the decoding method becomes the479

major bottleneck for development of our NNTP-480

based method. At last, we experiment with a novel481

decoding method using dynamic unrolled stride at482

inference (NNTP + NTP), and surprisingly achieve483

a slightly better results than the plain decoding via484

NTP. Once again, this explicitly verifies the benefit485

of foreseeing future tokens in every decoding step,486

which is learned from NNTP.487

4 Related work488

Plenty of researches have explored diverse means489

to predict multiple tokens simultaneously, mostly490

under a condition of autoregressive inference. Stern491

et al. (2018) proposed blockwise parallel decoding492

by predicting future tokens at once and then verify-493

ing them in parallel. After the emergence of specu-494

lative decoding (Leviathan et al., 2023; Chen et al.,495

2023), Cai et al. (2024) and Gloeckle et al. (2024)496

improved the efficiency of autoregressive genera-497

tion using future candidates produced from differ-498

ent decoding heads from one pass. Furthermore,499

parallel speculative sampling (PaSS) exploited ad-500

ditional look-ahead embeddings to speed up de-501

coding (Monea et al., 2023). Derived from PaSS,502

Bachmann and Nagarajan (2024) repeated the same503

special token ‘$’ many times for teacherless train-504

ing, which happens to accord with our intuition of505

identical mask tokens for all look-ahead positions.506

Our method differs from the work mentioned above507

in two aspects: 1) auxiliary or draft models are not508

required to verify the future tokens predicted si-509

multaneously; 2) a novel mask recipe instead of510

vanilla causal mask is employed when computing511

self-attention weights in each Transformer layer.512

Beyond all these, we intend to mitigate the NTP-513

inherent failures by unrolling the autoregressive514

generation via NNTP.515

Many kinds of mask recipes have been devised516

to customize the computation of self-attention517

weights in Transformer-based LLMs. The most518

popular one is causal mask originally used in Trans-519

former decoder (Vaswani et al., 2017). As the ris-520

ing of masked language models like BERT (Devlin521

et al., 2019) and causal language models like GPT-2522

(Radford et al., 2019), many researchers made great523

efforts to combine the advantages of both archi-524

tectures through sophisticated self-attention mask.525

UNILM integrated bidirectional, unidirectional and526

sequence-to-sequence objectives into the unified527

pre-training of a Transformer-based model, each of 528

which corresponds to a specific self-attention mask 529

(Dong et al., 2019). UNILMv2 further employed 530

a complicated mask for self-attention to combine 531

autoencoding and partially autoregressive tasks to- 532

gether (Bao et al., 2020). GLM, from a slightly 533

different perspective, incorporated the autoregres- 534

sive objective into pre-training through a blank in- 535

filling task and a relevant mask (Du et al., 2022). 536

Although quite similar in terms of expression, our 537

proposed future-aware mask allows masked tokens 538

to attend each other, which is highly concise and 539

intuitive thanks to the lack of autoencoding task in 540

training (See section 2.3). 541

5 Discussion 542

In this work, we formalize the framework of next-n- 543

token prediction (NNTP), which bridges the gap be- 544

tween autoregressive and non-autoregressive gener- 545

ation. Based on existing LLMs, we then propose to 546

exploit multiple identical mask tokens appended af- 547

ter input context together with a novel mask recipe 548

called future-aware mask for generation. Through 549

several experiments, we verify the great potential 550

of our method in unrolling the autoregressive gen- 551

eration. We also demonstrate the superiority of our 552

method compared to two others under the same 553

condition. At last, we analyze the complexity of 554

NNTP and investigate the error distribution over 555

production positions. 556

There are several aspects concerning with NNTP 557

and related methods to be improved in the future. 558

The first is to sample an optimal sequence from 559

multiple distributions of future tokens over a large 560

vocabulary. The intuitive way of sampling each 561

token independently may lead to an inconsistent 562

output, such as illegal set phrase. Another aspect is 563

to use adaptive unrolled stride at inference, similar 564

to dynamic inference stride in Section 3.5. A trivial 565

idea of re-generating “hard” tokens (e.g., nouns and 566

verbs) with high uncertainty in last step may help 567

to significantly improve the quality of generated 568

text. 569

6 Limitations 570

Although next-n-token prediction (NNTP) exhibits 571

great potential in unrolling the process of au- 572

toregressive generation, there still exists certain 573

shortcomings impeding the practical application 574

of NNTP-based methods. An obvious limitation 575

is that NNTP-based LLMs rely on a context long 576

8



enough to generate its continuation. Fortunately,577

most of generative tasks usually offer an informa-578

tive prompt to steer the response from a LLM, mak-579

ing this limitation insignificant. Another drawback580

lies in the inferior performance to LLMs based581

on next-token prediction (NTP). One major rea-582

son behind this may be the inefficiency of teacher-583

less training adopted by NNTP-based methods, in584

which only a tiny portion of tokens in each example585

are constructed as labels for training. Additionally,586

due to the enormous complexity of NNTP, related587

methods require new techniques for both training588

and inference to match the performance of those589

based on NTP.590
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A Training Details844

We collect and preprocess the English Wikipedia845

(about 13G in text) as training corpus to finetune846

different LLMs. Due to the limitation of avail-847

able computational resources, we employ two ap-848

proaches to finetune base models of various sizes,849

either updating all parameters or a few portion850

with LoRA (Hu et al., 2022). The optimizer used851

in training is AdamW with β1 0.9, β2 0.95 and852

weight decay 0.01. Other settings including total 853

steps, learning rate and batch size used in fine- 854

tuning are listed in Table 4. “Multi-token Heads” 855

and “Look-ahead Tokens” represent two baselines 856

trained through existing methods (Gloeckle et al., 857

2024; Monea et al., 2023). We train both models 858

for more steps in order to achieve more stable and 859

better performance on downstream tasks. 860

B Dataset Statistics 861

To evaluate the capability of finetuned models, 862

we carefully choose five benchmarks concerning 863

text comprehension and continuation, including 864

MMLU (Hendrycks et al., 2021b,a), HellaSwag 865

(Zellers et al., 2019), LAMBADA (Paperno et al., 866

2019), WinoGrande (Sakaguchi et al., 2019) and 867

RACE (Lai et al., 2017). We use the toolkit 868

“lm-evaluation-harness” under zero-shot setting for 869

evaluation on all benchmarks (Gao et al., 2024). 870

We also develop the decoding method via next- 871

n-token prediction based on the codes of “lm- 872

evaluation-harness”. Since the lengths of answers 873

for each benchmark greatly affect the measures 874

calculated through next-n-token prediction, we an- 875

alyze the average and maximum answer length for 876

all benchmark datasets in Table 5. 877

C Complexity of NNTP 878

We firstly review the basic problem for causal lan- 879

guage modeling, that is to find the best word (or 880

token) sequence as the continuation conditioning 881

on a given context. Taking the following sentence 882

with target sequence consisting of n = 3 words 883

as an example, the task for training a LLM is to 884

predict the target words (bold text). 885

Alice likes to chat with her friends on the phone . 886

A language model trained via next-n-token predic- 887

tion (NNTP) significantly differs from one using 888

next-token prediction (NTP). NTP-based models 889

are typically trained via teacher-forcing rather than 890

teacherless employed in NNTP. Teacher-forcing 891

essentially decomposes the above task into three 892

sub-tasks of predicting next token individually, im- 893

plemented simply by causal mask in each Trans- 894

former block. 895

Alice likes to chat with her friends on the 896

Alice likes to chat with her friends on the phone 897

Alice likes to chat with her friends on the phone . 898

If the vocabulary size of a LLM is denoted by V , 899

the number of possible next tokens would thus be 900
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Base Model
Trainable
Parameters

Total Steps
Other
Hyperparameters

ntrain Learning Rate
Batch Size

Qwen2 0.5B 4 100% (all) 20k/3e-5/64
Qwen2 1.5B 2/3/4/6/8/10/13/16 100% (all) 20k/3e-5/64
Qwen2 7B 4 2.33% (LoRA) 20k/3e-4/64 r = 64, α = 8

Multi-token Heads 4 100% (all) 100k/1e-5/64
Look-ahead Tokens 4 2.33% (LoRA) 100k/1e-4/64 r = 64, α = 8

Table 4: Training settings used to finetune different models. “Multi-token Heads” represents the resulting model
with linear output heads trained using the method from Gloeckle et al. (2024), while “Look-ahead Tokens” is
finetuned after adding multiple “look-ahead” embeddings as in PaSS (Monea et al., 2023).

Dataset #examples
Average Answer Length Maximum Answer Length

(#tokens) (#tokens)
MMLU 14015 1.0 1
HellaSwag 40145 29.44 80
LAMBADAstd 5151 1.46 5
WinoGrande 2534 5.61 20
RACE 4033 7.65 25

Table 5: Statistics of five benchmarks for evaluation. The answer length is measured by counting the continued
tokens to be generated after input context for each example. We use the tokenizer of Qwen2 7B model to produce
the answer sequences and collect statistical results in this table.

Training Inference
NTP O(nV ) O(V

n

n )
NNTP O(V n) O(V n)

Table 6: Approximate complexity (i.e., intrinsic difficulty of causal language modeling) of NNTP and NTP in
training and at inference. The prerequisite of the analysis here is to predict n subsequent tokens from one forward
pass in different ways. V denotes the vocabulary size of a particular LLM.

V for each sub-task above. Ignoring the efficacy901

of the LLM, the intrinsic difficulty of causal lan-902

guage modeling (i.e., complexity) can be roughly903

estimated by the size of search space, namely the904

number of possible solutions for the whole task.905

Apparently, the complexity of teacher-forcing for906

a single pass using a single example is O(nV ) by907

sequentially combining different sub-tasks together.908

Similarly, we can infer the complexity of teacher-909

less training O(V n) used by NNTP, which is expo-910

nentially larger than teacher-forcing.911

As for inference, a LLM trained via NNTP nor-912

mally generates n subsequent tokens simultane-913

ously from one forward pass. As a contrast, n914

forward passes are conducted autoregressively via915

NTP in order to produce a target sequence of same916

length as above. Although the total number of917

possible newly-generated sequences from NNTP918

is generally identical to that from NTP, the later919

actually makes more attempts to achieve a compa-920

rable output with the former. Ignoring the impact 921

of different LLMs, we can hence approximate the 922

inference complexity for each attempt with the size 923

of search space divided by the number of forward 924

passes, thus O(V n) for NNTP and O(V
n

n ) for NTP. 925

To sum up, a LLM based on NNTP tries to learn 926

from a much harder task than NTP in training, and 927

endeavor to generate text with clearly fewer at- 928

tempts at inference (Table 6). Note that the results 929

presented in Table 6 are derived after neglecting 930

many relevant factors (e.g., different models and 931

capabilities). Even so, the complexity trend of 932

NNTP versus NTP still holds true if the test LLMs 933

share a similar structure and are in the same level 934

of generation ability. 935

D Error Distribution 936

We additionally analyze the error distribution over 937

production positions to uncover the underlying 938

cause of particular phenomena presented in Section 939
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Figure 4: Error distribution over production positions. Using different inference strides, we compute the average
cross-entropy loss for each production position over 30k examples of diverse lengths. The order of production
position is ranked by minimum distance of corresponding token from input context in the actual sequence. For
example, 1st indicates the position of last context token, and 2nd is that of the first mask token appended after input
context.

3. To avoid the sample selection bias, we randomly940

choose 30k documents from the OpenWebText cor-941

pus (Gokaslan et al., 2019) and truncate the token942

sequence of each document to a random length as943

an example. Using our finetuned model derived944

from Qwen2 7B, we calculate the average cross-945

entropy loss in each production position for differ-946

ent inference strides. The experimental results are947

illustrated in Figure 4.948

We discover an obvious trend that the errors in-949

crease with production position farther away from950

input context before the 7th position, and decrease951

dramatically and then stay stable starting from the952

7th production position (Figure 4). The reason that953

the finetuned model tends to generate accurate to-954

kens in the left end of production positions may955

be the closeness to input context according to the956

actual order, in which case the model is able to957

foresee many future tokens even if they are beyond958

the positions for new generations in current step.959

Consequently, we always achieve superior results960

if training with large unrolled stride and generating961

with a small one (Figure 3a and 3c).962

On the other hand, generated tokens in the mid-963

dle or right end of all production positions bring964

more uncertainty to the final output if using large965

inference stride. We conjecture that the lack of966

known context with strong local relations to the967

generated tokens may be the cause of potential er-968

rors in these tokens, which essentially accounts for969

the significant degradation when ninfer ≥ ntrain in970

Figure 3c. However, the evident peak in the 6th po- 971

sition beats our knowledge about NNTP and LLM. 972

We unfortunately fail to explain such unusual be- 973

havior of the finetuned model through extra experi- 974

ments, and thus make more effort to investigate it 975

in our future work. 976

As in previous experiments, we find some incon- 977

sistent phenomena on LAMBADA benchmark (Fig- 978

ure 3b and Table 3). The crucial fact affecting the 979

performance of finetuned models on LAMBADA 980

is probably the short answers in this dataset, which 981

makes the models finetuned with large strides less 982

effective than using small training strides (Figure 983

3b). As discussed above, only a few tokens in the 984

left end of production positions are taken as final 985

output due to small answer length, even if using a 986

very large stride at inference. In addition, a small 987

portion of examples have an answer length larger 988

than one token, among which our model still bene- 989

fits from the foreseeing ability learned via NNTP. 990

As a consequence, generated tokens tend to match 991

the actual answers with little errors (Figure 4), re- 992

sulting in a better result than the original (4.35 vs 993

4.67 as in Table 3). Through the comprehensive 994

analysis, we discover an effective way to improve 995

the performance using NNTP, that is using a large 996

stride during training and a small one at inference. 997

13


	Introduction
	Method
	Framework of Next-N-Token Prediction
	Predict with Mask Tokens
	Future-aware Self-Attention Mask

	Experiments
	Unrolled Stride in Training
	Unrolled Stride at Inference
	Future-aware Self-attention Mask
	LLMs of Different Sizes
	Comparison with Other Methods

	Related work
	Discussion
	Limitations
	Training Details
	Dataset Statistics
	Complexity of NNTP
	Error Distribution

