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Abstract

Prior research has demonstrated that climate change commu-
nication is an effective way to increase public understanding
and engagement. However, an effective communication strat-
egy can require an extensive longitudinal study to segment an
audience and conceive messages that might convince them.
We assess the capability of GPT-3.5-Turbo to create a profile
and associate it with a group, as well as selecting an effec-
tive climate change message based on survey information and
prompt guidance. We observe that it, with a significant bias,
can match profiles to groups and select messages based on a
profile.

Introduction
Effective communication on climate change plays an impor-
tant role in enhancing public comprehension and participa-
tion (Guy et al. 2014). We define it as the process of delivering
a message that has high potential to counter opposing beliefs
of a specific individual and/or initiate a reaction or action
by them. It is a critical means of promoting climate change
awareness or calls to climate-related action.

Humans naturally, and with free-form, effectively com-
municate by leveraging interactions with each other. In one
interpretation, they use an interaction to build a mental profile
of their conversational partner and rely upon the profile to
guide their composition of an effective message. To improve
upon the amorphous inconsistency of human communica-
tion and to scale communication to reach many, free-form
behavior can be replaced by a communication strategy. A
communication strategy is a more structured and consistent
approach to effective communication: first, an individual’s
profile is structured into a set of features based on informa-
tion systematically elicited from them. Next, a messaging
technique most appropriate to the feature set is selected and
a message according to this technique is communicated. The
messaging technique selection is facilitated by a mapping
that assigns similar profiles to a Group and maps each Group
to a messaging technique. An example of such a strategy
is presented in the ”Global Warming’s Six Americas” stud-
ies (Maibach, Roser-Renouf, and Leiserowitz 2009). This
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study categorizes sampled individuals of the US population
into six different Groups of climate change attitudes based
on their responses to questions about their climate change be-
liefs and socioeconomic values. The climate change attitude
Groups range from Dismissive to Alarmed. Subsequently,
research identifies messaging techniques which are used as
guidelines for effectively communicating considering the
attitudes (Roser-Renouf et al. 2015). E.g. Use a type of emo-
tional message that resorts to cause and effect reasoning,
and then it finally empirically identifies how effective each
messaging technique is for a Group by surveying multiple in-
dividuals of every Group based on what messaging technique
they prefer.

Despite their efficiency, communication strategies are
costly and time-consuming (Goldberg and Gustafson 2023).
They may also be adversely sensitive to factors not consid-
ered within the profile (Leiserowitz and Thaker 2022). Given
the vast amounts of human communication upon which a
Large Language Model (LLM) was trained, we explore the
use of it, specifically - GPT-3.5-Turbo (Ouyang et al. 2022),
to support effective communication, with some form of com-
munication strategy for different audiences facilitated by
prompts and survey data (Argyle et al. 2023; Aher, Arriaga,
and Kalai 2023; Park et al. 2022).

Our study has two research questions:
RQ 1 – Profile Matching Given survey information and
prompt guidance, can the LLM create a profile and then
match the (hidden) ground-truth Group?
RQ 2 – Message Selection Can the LLM accurately choose
effective messages for a group given a prompt and a profile?

We demonstrate the ability of GPT-3.5-Turbo to adapt
climate change messaging techniques to profile information.
Our contributions are:

• We demonstrate that the LLM can generate individual
profiles that maintain the climate change belief of the individ-
ual. We observe high sensitivity of the LLM to the prompts.

• We observe that the LLM can only provide the right
message technique to a specific individual for certain Groups.
We find evidence of a bias in both the LLM and supervised
model’s.

Related Work
An overview of related work in the areas of climate change
communication, computational argumentation and LLM for



social science is shown in Figure 1.

Figure 1: Overview of related work in the areas of climate
change communication ( green ), computational argumenta-

tion ( blue ) and LLM for social science ( red ).

Climate change communication strategies, their design
and their efficiency have been well studied. For example,
one study segments the American population into six distinct
groups, each with different responses to climate change mes-
saging, advocating tailored communication strategies (Roser-
Renouf et al. 2014). Similarly, another study introduces a
brief, efficient tool for categorizing individuals into these seg-
ments, enabling targeted messaging(Maibach, Roser-Renouf,
and Leiserowitz 2009). There is also a nuanced interaction be-
tween knowledge, ideology, and beliefs about climate change,
suggesting that specific knowledge can potentially counteract
ideological bias (Guy et al. 2014). Furthermore, one study
explores the complex relationship between emotions, gen-
der, political identity, and the reception of climate change
messages, suggesting that a negative emotional framing may
resonate differently based on the demographic composition
of the audience(Bloodhart, Swim, and Dicicco 2019). This is
further underscored by the cultural specificity of climate mes-
saging, indicating that Indian perspectives on climate change
are shaped by local impacts and cultural values (Leiserowitz
and Thaker 2022). Lastly, there is a study of the efficacy of
consensus messaging in altering beliefs about climate change,
even among skeptical audiences, though the effects diminish
over time (Goldberg et al. 2022). Collectively, these studies
suggest a nuanced approach to climate change messaging
that considers cultural, ideological, emotional, and cognitive
factors in audience reception and engagement.

The field of computational argumentation aims at as-
sessing argument persuasiveness or convincingness. For ex-
ample, on paper investigated argument convincingness via
feature-rich Support Vector Machine (SVM) and bidirec-
tional LSTM (Habernal and Gurevych 2016). However, it
fails to consider personal data and contextual factors influ-
encing argument persuasiveness. Moreover, others partially

addressed contextual factors with a Heterogeneous Argu-
ment Attention Network (HARGAN), a graph-based neural
network model facilitating better viewpoint identification,
but it lacked personalization and a specific focus on climate
change (Huang, Huang, and Chen 2021). Other studies have
attempted to incorporate the user’s profile into the argumen-
tation assessment. For instance, a dataset of online debates
with comprehensive participant profiles, demonstrates the in-
fluence of user traits on debate outcomes (Durmus and Cardie
2019). This dataset allows for investigation of the effect of
user characteristics and beliefs on argument persuasiveness.
Finally, the concept of argumentation has also been explored
in the context of negotiation by introducing a framework for
argumentation-based negotiation even with incomplete oppo-
nent profiles (Dimopoulos, Mailly, and Moraitis 2019). The
strategy involves an agent seeking arguments to support its
stance, considering the uncertain knowledge of its opponent.

Nevertheless, contributions of Large Language Mod-
els (LLMs) to argumentation remain a relatively new domain,
in particular LLM for social science. In a practical application
of LLMs for social influence, (Karinshak et al. 2023) have
used LLMs to generate pro-vaccination messages, indicating
that LLMs can produce arguments that are perceived as con-
vincing on a human level in a health context though they do
not tailor the content to individual users. (Park et al. 2022)
and (Bai et al. 2023) have demonstrated the progress in so-
cial computing systems and influencing human beliefs with
LLMs. Further,(Argyle et al. 2023) explore ’silicon samples’
that simulate human subpopulation opinions accurately. De-
spite these advances, the LLM’s potential in assessing climate
change arguments has not been fully explored. Our research
explores the capabilities of LLMs for tailored argumentation
within a climate change context.

Experimental Methodology
We study using a large language model to choose effective
climate change messages and use the following methodol-
ogy. We draw individuals and their information records from
surveys of Americans assessing their beliefs and attitudes
toward climate change (on Climate Change Communica-
tion YPCCC). We only use records r ∈ R that answered
all the questions (|R| = 5836). Each record contains re-
sponses to six climate-related questions rA, five questions
and responses rB , that guide Group assignment, and 14 items
of socio-economical information rC . From rA, we compute
the record’s (individual’s) Group rG = {A,O,C, I,D, S}
(Alarmed, Concerned, Cautious, Disengaged, Doubtful, Dis-
missive) using the Short Americas Short Survey screening
(Chryst et al. 2018).

Profile Matching We summarize the experimental method
used to answer RQ 1 – Profile Matching in Fig.2. To answer
this research question we use two prompts. In the profile-
generation Prompt, we provide the LLM with survey infor-
mation on the individual and direct it to generate a profile
that considers this information. We provide rB and responses
to rC in the profile-generation Prompt.

The profile-generation Prompt is composed of four seg-
ments:



Figure 2: Diagram of the experimental method for RQ 1 – Profile Matching. 1. Get ground truth Group from the record r 2.
LLM profile generation with information from a record. 3. Match the generated profile to a group. 4. Compare generated group

with ground truth to measure the LLM performance on this task.

1. Overview segment provides the high-level task to the
LLM to indicate how the LLM should interpret the rest of
the instructions.

2. Constraints segment sets the constraints for solving the
task. Namely, it directs the LLM to stay as close to the
context data as possible and not hallucinate from training
data.

3. Description segment present an in-depth explanation of
the task. We aim the profile to be composed of both factual
information about the person profiled and inferences and
what belief the person might have. We also include in the
task the inference of possible messaging techniques by the
LLM to serve as guidelines for the next LLM-inference.

4. Format segment gives guidelines on how the answer
should be written. It specifies the format and which infor-
mation we want to obtain. More specifically, we prompt
the LLM to obtain the answer in a paragraph that reads as
a description instead of a list of features, which the LLM
was outputting without this format instruction.

To expand the profile, we prompt the LLM in free-form
language as shown in Fig. 3.

Similarly to the profile-generation Prompt, the Group-
assessment Prompt is composed of five segments:

1. Overview segment provides the high-level task to the
LLM to indicate how the LLM should interpret the rest of
the instructions.

2. Arguments segment indicates which content will be
passed in the context to the LLM.

3. Description segment present an in-depth explanation
of the task. We ask the LLM to answer the SASSY 6-
question survey (Chryst et al. 2018) to obtain the predicted
record’s Group

4. Constraints segment sets the constraints to solve the
task. Namely, it directs the LLM to stay as close to the
context data as possible and not hallucinate from training
data.

5. Format segment gives guidelines on how the answer
should be written. It specifies the format and which infor-
mation we want to obtain. More specifically, we prompt
the LLM to obtain the answer in a JSON format.

To expand the profile, we prompt the LLM in free-form
language as shown in Fig. 4.

We run 120 trials of the two prompts along with the as-
sessment prompt, sampling individuals from the six differ-
ent Groups uniformly. We obtain the LLM’s Group assign-
ment by independently prompting it with each profile: using
Group-assessment Prompt, p, we asked the LLM to answer
the questions rC from the SASSY 6-question survey (Chryst
et al. 2018) that it was not provided when it generated the
profile rG′ = fθ(p(rB , rC)). We then check if the inferred
Group of the profile matches the individual’s ground-truth
Group, rG = rG′ . Specifically, we:

1. Compute the record’s true Group rG from rA

2. Generate the record’s profile from rB and rC using the
profile-generation Prompt

3. Prompt the LLM to obtain rG′ = fθ(p(rA, rB))

4. Check if rG = rG′

Message Selection To answer RQ 2 – Message Selection,
we consider the communication to be effective if the LLM’s
message choice is the better choice given the ground-truth
Group of the profile and the messaging technique with higher
preference, see Figure 5. We use the profiles generated by the
profile-generation Prompt to assess a messaging technique
for each profile. In the message-choice Prompt, we pass the
profile back to the LLM and prompt it to pick one of two mes-
sages, each following a different messaging technique. Each
message is chosen out of a different set of climate change
messages that we assemble per messaging technique (Roser-
Renouf et al. 2015).

The messaging techniques, m, are taken from the “Six
Americas” study (Maibach, Roser-Renouf, and Leiserowitz
2009). They have two attributes: Category c and Type t.
Message categories are: Evidence, E, – provide evidence of
a climate change event, Cause, D – describe the causes of
climate change, Consequence, C – provide a consequence
of climate change, and Action, A – given an example of
addressing climate change. Message types are Emotional, e
and Scientific, s. A messaging technique is defined as the
cross-product between a type t = {e, s} and a category
c ∈ {E,D,C,A} leading to 8 techniques |m| = |t× c|. We
summarize the experimental setup to answer RQ 2 – Message
Selection in Fig.5. More specifically, we:



You will be given someone’s answer to a survey. Provide a profile of this person in terms of
who they are, what they may believe in, and their possible stances regarding climate change.

Do not extrapolate your own views on the subject but only what you can imply for the answers
to the survey. Be as accurate as possible and try to make links between each answer to
provide a comprehensive and global profile.

Include the base information about the person, and extrapolate from their answer their
possible views on climate change, but do not include the answers from the survey. Include
also what kind of climate change messages they might be more inclined to listen to based on
their profile. Also provide how this person, specifically, may be convinced to either take
action or update their belief regarding climate change, based on their characteristics that
are not necessarily related to their climate-related answers.

Write your profile as if you were describing a person. Do not write it as a list of
characteristics. Except for the base information about the person, do not include the
answers from the survey in your description, but write what you can infer from these answers.
The person you describe should feel like a real person.

Figure 3: Profile generation prompt used for matching profiles. Colors indicate Overview , Constraints , Description and

Format .

You goal is to assess what someone would have answered to a survey regarding climate change.

To do so you will be given the person’s profile tagged as <PROFILE>, the survey question
<QUESTION> and the multiple choice answers <ANSWERS> that you need to select.

Infer from the profile how the person described will answer to the provided question. Base
yourself solely on what is included in the profile.

DO NOT assume that the person is already familiar with the climate change issue if you do
not have good reason to believe so.

Provide your answer in JSON format with your reasoning using the key ‘‘reason’’, and the
selected answer with the exact same formulation as the one provided in <ANSWERS> using the
key ‘‘ans’’ Example of output:

{“reason”: “This answer”, “ans”: “chosen anwser”}

Figure 4: Group attribution prompt used to answer the question that will be used to assess the Group of the user. Colors indicate
Overview , Arguments , Constraints , Description and Format .

1. Compute the record’s true Group rG from rC
2. Sample randomly 2 messages m1 and m2 and, using rG

we compute v1 and v2, the messages preference values
for the record r

3. Generate the record’s profile from rB and rC using the
profile-generation Prompt

4. Prompt the LLM to obtain the LLM-chosen message
5. Compute the best message according to the ground-truth

preferences v1 and v2
6. Check if the best message and the LLM-guessed message

are the same
Prompts, parameters, examples, survey information and

message sources can be found in the Supplementary Mate-
rial (https://anonymous.4open.science/r/llm assessing-5E2C/
README.md). We note that prompt engineering is an ac-
tive field of research focusing on the influence of textual
prompts on the responses generated by LLMs. The intrica-
cies between prompts and their corresponding outputs re-

main largely opaque. The methodology for crafting optimal
prompts for designated tasks lacks a robust, systematic frame-
work. However, certain strategies have emerged, such as the
best practices for prompt engineering proposed by OpenAI
(OpenAI 2023). The structure of the prompts used in this
study were informed by guidelines suggested in recent liter-
ature, including those outlined by (White et al. 2023), but
mostly based on trial and error.

Experiments
To answer RQ 1 – Profile Matching, we compare the Group
assignment assessed by the LLM with ground truth. To an-
swer RQ 2 – Message Selection, we compare three machine
learning methods: 1. LLM-No-Profile, we do not provide
the LLM any survey information, but the profile-generation
Prompt still directs the profile generation and the Group-
assessment Prompt is unchanged. This tests the baseline
communication effectiveness of the LLM. 2. LLM-With-



Figure 5: Diagram of the experimental method for RQ 2 – Message Selection. 1. Get ground truth Group from the person’s
record r 2. Sample 2 messages and compute message preference. 3. Generate profile with LLM. 4. Select message with the LLM.
5. Compute the best message according to the ground truth preferences 6. Compare LLM selected message and ground truth

Profile follows the previously described methodology. 3. For
comparison, Supervised, we use a supervised approach with
a trained MLP, fθMLP

. The MLP is trained to choose one of
two messages, given survey information. We input survey
information and a message pair and fθMLP

outputs a pref-
erence for one of the two messages. We test the MLP on
subjects and messages not seen during training to match the
LLM experimental setup.

RQ 1 – Profile Matching: LLM Group Assignment

Table 1 answers RQ 1 – Profile Matching. Attitudinal Va-
lence is the inclination to accept or reject the science of
climate change (Roser-Renouf et al. 2014). Table 1 presents
the confusion matrix of the LLM-predicted Attitudinal Va-
lence grouping the Alarmed and Concerned Groups into High
and the Doubtful and Dismissive Groups into Low. Overall,
the LLM accurately predicts an individual’s valence towards
climate change, even given the incomplete information of the
prompts. The confusion matrix for each Group can be found
in the Supplementary Material. It shows varying accuracy
across Groups: the Alarmed Group is more accurately pre-
dicted whereas the Disengaged Group was never outputed by
the LLM. The accuracy for predicting the Alarmed group in
may imply that an accurate Profile is a factor in the effective-
ness of the LLM messaging technique choices. The overall
results indicate some bias from the LLM and/or the prompts.
Future work exploring different prompts could discriminate
the source of this bias. We observe this profile-related bias
in all our experiments. Finally, when we follow the YPCCC
aggregation and group the Cautious and Disengaged groups
as Middle (see supplementary material), the results seem to
indicate that for Groups with low involvement in the topic of
climate change, the survey questions and prompt directing
are inadequate to inform an accurate Profile.

LLM-Predicted
Attitudinal Valence
Low High

Ground Truth /
Attitudinal Valence

High 0.00 1.00
Low 0.82 0.18

Table 1: RQ 1 – Profile Matching. Confusion Matrix (nor-
malized) for Group prediction of Attitudinal Valence where
Dismissive and Doubtful Groups are combined into Low and
Alarmed and Concerned into High.

RQ 2 – Message Selection: LLM Message Choice,
Given profile and two message options

Figure 6 answers RQ 2 – Message Selection for three differ-
ent machine learning methods (LLM No-profile, LLM With-
Profile, Supervised), showing the LLM accuracy in selecting
the message with the preferred messaging technique. We note
that communication strategy regarding climate change varies
significantly between Groups and machine learning methods.

The supervised model demonstrated a gradual decrease
in accuracy based on attitude, from the Groups that have a
low attitudinal valence (Dismissive) to high (Alarmed). An
exception to this trend is the Disengaged Group, where the su-
pervised model showed a marked improvement. The LLM’s
accuracy differed when it was not given any profile informa-
tion, compared to when it had a profile to work with. When
given no profile (LLM No-Profile), the model performed sig-
nificantly better than average only for the Disengaged. How-
ever, with profiles (LLM With-Profile), the model showed a
gradual increase in accuracy for the Groups who had high va-
lence. Notably, it performed better for ’Alarmed’ individuals
when provided with their profiles. The Disengaged Group
was unique in that not providing profile information yielded
better accuracy.



Figure 6: RQ 2 – Message Selection Accuracy of message
selection of message techniques compared to ground truth.

Accuracy (x-axis) per Group (y-axis), Error bars are 95% CI.
Color indicates the machine learning method used.

The LLM’s accuracy differed when it was not given any
profile information, compared to when it had a profile to
work with. When given no profile (LLM No-Profile), the
model performed significantly better than average only for
the Disengaged. However, with profiles (LLM With-Profile),
the model showed a gradual increase in accuracy for the
Groups who had high valence. Notably, it performed better
for ’Alarmed’ individuals when provided with their profiles.
The Disengaged Group was unique in that not providing
profile information yielded better accuracy. We relate this
observation with the LLM Group Assignment experiment
in which it did not receive any profile assignment from the
model. The result could possibly be attributed to the fact that
individuals from this Group tend to be neutral towards climate
change. That is, they neither care about nor pay attention to
it. For the Alarmed Group, the model effectively used the
profile information and showed the best accuracy in assigning
profiles, thereby raising questions about possible bias. It is
unclear if the model’s accuracy is due again to the LLM
sensitivity to prompting or if it indicates a bias inherent to
the model itself. To discern the cause, future studies could
employ different language models and assess if the observed
bias persists.

We observed that the LLM exhibited noticeable shifts in
messaging technique attribution per Group, albeit limited, see
Figure 7. The results also raised questions regarding the low
overall accuracy and ability of the Large Language Models
using profile information. This could be attributed to several
factors. First, the LLM might give preference to certain prop-
erties of the messages and the individuals that do not align

with our method of assessing message value. Further research
needs to delve into understanding what factors the LLM is
favoring. Moreover, it could be a case of not having the right
information in the profile to infer the right technique, even
though we could infer the right Group from the given data.
Finally, LLMs are sensitive to prompting, so we can explore
different prompting techniques, e.g. few-shot learning.

Figure 7: RQ 2 – Message Selection Distribution of mes-
sage techniques compared to ground truth. Each sub plot is
a Group. It shows ground truth distribution from surveys on
left portion of X-axis and to its right equivalent for LLM.
Y-axis is a count of preferences for a particular messaging
technique. There are 8 messaging techniques, each displayed
in a different color and left to right: Evidence+Scientific, Ev-
idence+Emotional, Causes+Scientific, Causes+Emotional,
Consequences+Scientific, Consequences+Emotional, Ac-
tions+Scientific, Actions+Emotional.

Conclusions
We demonstrated the ability of GPT-3.5-Turbo to adapt cli-
mate change messaging techniques to individuals. Three
methods were presented to infer communication strategies
regarding climate change: supervised method, the LLM with
a profile, and the LLM without a profile. Each method favors
different Groups among the Six Americas of climate change
perception.

From our settings and experiments our contributions were:
RQ 1 Group Matching: We observe that for high and low
valences individuals, groups can be predicted from LLM-
generated profiles. Thus, we demonstrate that the LLM can



generate individual profiles that maintain the climate change
belief of the individual, even with incomplete information.
However, the uneven results across Groups raise concern re-
garding the sensitivity of the model to the prompts designed
in this study. RQ 2 Message Selection: We observe that the
LLM can for certain Groups only provide the right message
technique to a specific individual, we find evidence of a bias
in both the LLM and supervised model’s climate change
communication strategy. With our settings and prompts their
respective approaches work only on certain Groups of indi-
viduals and not others.
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