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Abstract

Our study aims to identify behavior patterns001
in cultural values exhibited by large language002
models (LLMs). The studied variants include003
question ordering, prompting language, and004
model size. Our experiments reveal that each005
tested LLM can efficiently behave with dif-006
ferent cultural values. More interestingly: (i)007
LLMs exhibit relatively consistent cultural val-008
ues when presented with prompts in a single009
language. (ii) The prompting language e.g.,010
Chinese or English, can influence the expres-011
sion of cultural values. The same question can012
elicit divergent cultural values when the same013
LLM is queried in a different language. (iii)014
Differences in sizes of the same model (e.g.,015
Llama2-7B vs 13B vs 70B) have a more sig-016
nificant impact on their demonstrated cultural017
values than model differences (e.g., Llama2018
vs Mixtral). Our experiments reveal that query019
language and model size of LLM are the main020
factors resulting in cultural value differences.021

1 Introduction022

Since GPT-3 (Brown et al., 2020), Large Language023

Models (LLMs), capable of generating human-like024

text based on instructions, have garnered signif-025

icant attention from both academia and industry.026

Numerous benchmarks and datasets have been027

created and employed to assess LLMs’ capabil-028

ity in generating human-like text across various029

tasks like question-answering, chatbot, and sum-030

marization (Clark et al., 2018; Zellers et al., 2019;031

Hendrycks et al., 2021a). The open-source leader-032

board (Park, 2023) allows researchers and engi-033

neers to directly compare language models across034

various dimensions, spanning from commonsense035

reasoning to advanced question answering, show-036

casing their respective abilities. However, focusing037

on information content while ignoring language’s038

social factors is currently a limitation of natural lan-039

guage processing (NLP) (Hovy and Yang, 2021).040

Given their capacity to generate human-like 041

text, it is imperative to investigate whether LLMs 042

demonstrate human-like behaviors stemming from 043

the internalized values and cultural insights ac- 044

quired from large-scale training corpora. As model- 045

generated text gains wider adoption, ethical con- 046

cerns arise due to the potential influence of cul- 047

tural biases embedded in the generated text on its 048

users (Kumar et al., 2023). Hence, an emerging 049

research trend involves quantifying the cultural bi- 050

ases within language models and understanding 051

their impact on the models’ performance across 052

various tasks. 053

The primary methods for assessing values in 054

LLMs typically involve using social science and 055

psychological instruments originally designed for 056

humans (Feng et al., 2023; Arora et al., 2023) to 057

assess various cultural aspects quantitatively, or by 058

developing specialized datasets to examine model 059

biases (Parrish et al., 2022; Huang and Xiong, 060

2023). Many studies on social science instruments 061

primarily evaluate text generated by models in En- 062

glish. However, historical linguistic research, such 063

as the Whorfian hypothesis proposed by Sapir- 064

Whorf, suggests that language structure signifi- 065

cantly influences individual perceptions and world- 066

views (Kay and Kempton, 1984). Research has 067

shown that cultural accommodation occurs when 068

individuals engage in multilingual contexts, as evi- 069

denced by experiments with human subjects (Harz- 070

ing and Maznevski, 2002). Similarly, multilingual 071

language models, pre-trained on text from various 072

languages, can inherit biases and inconsistencies 073

from their training data (Garrido-Muñoz et al., 074

2021). Therefore, assessments using only English- 075

based instruments may not fully capture the breadth 076

of knowledge in multilingual models. 077

To provide a more comprehensive understand- 078

ing of LLMs’ cultural values, this study investi- 079

gated patterns of cultural values expressed by dif- 080

ferent models using three distinct approaches: (i) 081
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experimenting with varied prompts in a single lan-082

guage, (ii) using prompts in different languages,083

and (iii) conducting experiments across different084

models. The pipeline is visualized in Figure 3 in085

Appendix A. All sets of experiments were designed086

and implemented using Hofstede’s latest Value Sur-087

vey Module (VSM) (Hofstede and Hofstede, 2016),088

a data collection instrument that quantifies cultural089

values across six dimensions (Taras et al., 2023).090

A total of 6 LLMs were involved in our exper-091

iments, with each model being provided 54 sim-092

ulated identities to contextualize its response to093

the VSM questionnaire. Through our investigation,094

we found that: (i) LLMs consistently demonstrate095

similar cultural values within a single language, de-096

spite variations in prompt content. However, their097

responses are affected by alterations in the posi-098

tioning of options. (ii) LLMs show notably differ-099

ent cultural values across different languages; and100

(iii) Differences in the cultural values expressed by101

models correlate with variations in text generation102

proficiency. For the last finding, although we con-103

sidered the models’ text generation proficiency in104

our study to conduct our analysis and support our105

findings, further assessment of the models’ genera-106

tion capability is beyond the scope of our research.107

2 Related Work108

Several studies have contributed to detecting social109

and cultural biases displayed by models, as val-110

ues can be inferred from the expression of biases.111

Another approach is to incorporate social science112

models for a direct evaluation of the values inherent113

in the models. We review both approaches.114

2.1 Bias Study of Language Model115

Assessing social and cultural biases in language116

models is crucial to mitigate associated risks and117

reveal the values embodied by the models. Liang118

et al. (2021) provided a formal comprehension119

of social biases in language models. The work120

identified fine-grained local biases and high-level121

global biases as sources of representational biases122

and proposed the evaluation metrics for measure-123

ment. Subsequently, it introduced the mitigation124

method. Sheng et al. (2021) presented the first125

comprehensive survey on societal biases in lan-126

guage generation in 2021, identifying their nega-127

tive impact and exploring methods for evaluation128

and mitigation. The study highlighted the chal-129

lenge of bias assessment due to the open-domain130

nature of NLG and the diverse conceptualizations 131

of bias across cultures. Recently, more studies 132

have focused on evaluating bias and values in large 133

language models, with innovative methodologies 134

employed. Cheng et al. (2023) utilized the concept 135

of markedness, initially linguistic but now a part 136

of social science, to evaluate models’ stereotypes 137

unsupervisedly. Meanwhile, Kotek et al. (2023) 138

employed a direct method to assess gender bias in 139

LLMs, revealing models’ tendency to reflect im- 140

balances over gender due to training on skewed 141

datasets. In Ferrara (2023), bias in generative lan- 142

guage models was defined and its sources, such 143

as training data and model specifications, were in- 144

vestigated. However, the study also acknowledged 145

that some biases may persist inevitably due to the 146

inherent nature of language and cultural norms. 147

Previous studies have demonstrated diverse tech- 148

niques for accurately and efficiently identifying 149

biases. However, they have also underscored the 150

challenges in mitigating biases in generated text, as 151

biases can be inherited from human language and 152

culture in training data. This indicates that the ex- 153

hibited values of models are shaped by the training 154

data, making it impossible to dissociate the influ- 155

ence of training data when trying to understand the 156

patterns of values expressed by models. 157

2.2 Social Science Models 158

While studies have investigated language models’ 159

social and cultural biases, there’s still relatively less 160

systematic exploration of how these models exhibit 161

values under varying circumstances. Quantifying 162

results in this domain is challenging. Consequently, 163

research instruments initially focused on humans 164

have been integrated into understanding language 165

models’ values. Feng et al. (2023) utilized the polit- 166

ical compass test to map the political leaning of lan- 167

guage models in a two-dimensional space. Through 168

the experiments conducted, the study demonstrated 169

that pretrained language models are influenced by 170

the political leaning inherent in the training data. 171

Regarding culture measurement, Hofstede’s Value 172

Survey Module (VSM) (Hofstede and Hofstede, 173

2016) and the World Values Survey (Inglehart et al., 174

2014) were employed by (Arora et al., 2023) to 175

explore cross-cultural values embedded in multi- 176

lingual masked language models. The evaluation 177

covered 13 languages to probe the models’ cul- 178

tural values across 13 cultures. The findings in- 179

dicated that pretrained language models captured 180

noticeable differences in values between cultures, 181
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albeit with weak correlations to values surveys. Ko-182

vač et al. (2023) utilized three human psychology183

questionnaires to assess how models’ expression184

of values changes with varying contexts, such as185

varying paragraphs and textual formats. They in-186

troduced the metaphor “LLM as a superposition187

of perspectives" to highlight the context-dependent188

nature of LLM behavior. Shu et al. (2023) created189

a dataset covering various persona measurement190

instruments to evaluate the consistency of LLMs’191

"personality" across different prompts with minor192

variations. Their experiments revealed that even193

minor perturbations notably impacted the models’194

question-answering performance. Therefore, they195

argued the current practice of prompting is insuffi-196

cient to accurately capture model perceptions. The197

aforementioned articles challenged the practice of198

using psychological models to reveal personalities199

by regarding language models as individuals (Bo-200

droza et al., 2023; Pan and Zeng, 2023).201

Summarized from previous research, it is clear202

that prompt engineering and training data signifi-203

cantly impact how models express values. How-204

ever, there is a need for a systematic study to evalu-205

ate these factors comprehensively. In our study, we206

systematically explore the expression of cultural207

values by models under varying circumstances, in-208

cluding the effects of prompt engineering, language209

differences, and model capabilities.210

3 Measures by VSM211

Similarly to previous studies, we utilize a value212

survey and additional measurement metrics to eval-213

uate the alignment of cultural values in the LLMs.214

Value Survey Module (VSM) (Hofstede and Hof-215

stede, 2016) is for measuring cultural values as216

outlined in Hofstede’s Cultural Dimensions The-217

ory (Gerlach and Eriksson, 2021). Despite facing218

criticism for its psychometric deficiencies (Taras219

et al., 2023) and simplicity (Ercan et al., 1991),220

its value representation has become a cornerstone221

for a substantial body of research on cross-cultural222

differences in values (Arora et al., 2023). In this223

study, we utilize the latest version of the survey224

(VSM 2013) as the foundational assessment.225

The value test is structured as a questionnaire226

with 24 questions to evaluate the interviewees’ cul-227

tural values. Another six questions intended to228

gather background information about the intervie-229

wees are excluded from our study. The complete230

questionnaire is in Appendix J. Each question of-231

fers respondents five options, labeled with option 232

IDs from 1 to 5. Option IDs also serve as raw 233

scores for each question. The authors of the VSM 234

further developed a scoring system based on each 235

question’s raw score, comprising six dimensions 236

for measuring cultural values: Power Distance 237

(PDI), Individualism (IDV), Uncertainty Avoid- 238

ance (UAI), Masculinity (MAS), Long-term Ori- 239

entation (LTO), and Indulgence (IVR). Each di- 240

mension is calculated using a formula with the raw 241

scores from four survey questions. The complete 242

list of formulas is in Appendix B. 243

All experiments are conducted using prompts 244

derived from the questionnaire. The prompt is de- 245

livered in a zero-shot manner, and the LLM is ex- 246

pected to respond in JSON format, specifying the 247

chosen option ID and the rationale behind the selec- 248

tion. We require models to respond with option IDs 249

to mitigate the performance degradation outlined 250

by Zheng et al. (2024). Prompt samples are de- 251

picted in Figure 4 in Appendix A. In each prompt, 252

we give instructions on the reply format, provide 253

a survey question, and supply a simulated back- 254

ground identity. The simulation provided a target 255

for the model to contextualize the response. Con- 256

textual simulation or targeting specific groups of 257

people is a common methodology used by previous 258

studies to guide the generation (Kovač et al., 2023; 259

Narayanan Venkit et al., 2023; Ramezani and Xu, 260

2023; Cheng et al., 2023). 261

3.1 Experiment Set 262

The experiment conducted in this study consists of 263

multiple experiment sets. Each set is defined by a 264

unique combination of three hyper-parameters: (i) 265

the tested LLM, (ii) the prompt language, and (iii) 266

whether options are shuffled. 267

Within each experiment set, the language model 268

was presented with a curated collection of simu- 269

lated identities, each comprising three variables: 270

(i) nationality, (ii) age, and (iii) gender to furnish 271

context for the model’s responses to questions. The 272

study encompasses nine nationalities (refer to the 273

full list in Appendix C), two genders, and three age 274

groups (25, 35, 45), resulting in a total of 54 iden- 275

tities. These variables align with the VSM survey, 276

encompassing interviewees from various countries, 277

genders, and ages. The chosen nations are glob- 278

ally diverse, representing a range of cultures. To 279

prevent coincidence, each question was queried ten 280

times with different seeds. Consequently, we could 281

collect 10× 24× 54 = 12960 responses for each 282
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experiment set. During the analysis, we calculate283

the average of the ten outputs as the final output for284

a simulated identity, which is used as a single data285

point (a 24-d vector) in the experiment set.286

3.2 Measures by VSM Raw Scores287

Each set of responses from a simulated identity is288

represented as a 24-dimensional vector, essential289

for comparisons within and between experiment290

sets. To evaluate the strength of relationships be-291

tween these groups, we calculate the Pearson corre-292

lation coefficients (ρ) and p-values among the cen-293

troid vectors. The ρ values help determine whether294

two response vectors exhibit a high correlation,295

indicating a shared and similar pattern in their re-296

sponses. The p-value tests the null hypothesis that297

no relationship exists between the two compared298

vectors. If p < 0.05, then we reject the null hy-299

pothesis and conclude that there is a significant300

relationship between the vectors.301

3.3 Measures by VSM Scores302

Using VSM formulas in Appendix B, we can gen-303

erate 6-dimensional score vectors (i.e., PDI, IDV,304

UAI, MAS, LTO, and IVR) from the 24-d vectors.305

Intra-set Disparity Measurement In Hofstede’s306

research, VSM scores are analyzed nationally to ex-307

plore cultural value differences between countries.308

The scores for the nine nations involved in this309

study are displayed in Appendix D, where each na-310

tion’s score represents the average of all responses311

from its interviewees. Similarly, we calculate the312

national average for model responses of each ex-313

periment set. We then use the standard deviation,314

denoted as σm(vi), to assess the dimensional dis-315

parity among nations, where vi represents the di-316

mension. Similar calculations are performed to317

compute σh(vi) for the human results.318

The mean values for each dimension, across all319

experiment sets and human results, range from −60320

to 100, indicating that comparing the disparity be-321

tween models and human results is reasonable. Ap-322

pendix E provides the complete list of mean values.323

We then define the distance among nations ob-324

served for humans as Dh (see Eq. 1, where V rep-325

resents the list of dimensions). This illustrates the326

variations in cultural values observed among hu-327

mans. Similarly, the overall disparity among na-328

tions observed in each experiment set is denoted as329

Dm. Then, we define the ratio of Dm over Dh as330

the “Model Cultural Disparity (MCD).", shown331

in Eq. 3: 332

Dh =
1

|V |
∑
vi∈V

(σh(vi)) (1) 333

Dm =
1

|V |
∑
vi∈V

(σm(vi)) (2) 334

MCD =
Dm

Dh
(3) 335

MCD compares the dispersion of cultural values 336

exhibited by models based on simulated nations to 337

that observed among humans in Hofstede’s study. 338

Inter-set Disparity Measurement The intra-set 339

disparity underscores the impact of contextual in- 340

formation on the models’ expression of cultural 341

values. Furthermore, our pipeline uses inter-set dis- 342

parity to explore how changes in any of the three 343

hyper-parameters—shuffling of options, language, 344

and the tested model—affect the expression of cul- 345

tural values. 346

We employ clustering methodologies, Davies- 347

Bouldin Index (DBI) (Davies and Bouldin, 1979) 348

and the Silhouette Score (SS) (Rousseeuw, 1987), 349

to assess the effectiveness of separation between 350

each pair of experiment sets. Detailed descriptions 351

of the two metrics can be found in Appendix F. 352

In our study, we pre-define the model responses 353

from each experiment set as a cluster, comprising 354

54 data points, as detailed in Section 3.1. 355

Additionally, we have introduced a new measure- 356

ment method, the Silhouette Score with Human 357

Reference (SSh), to measure the absolute disparity 358

between pairs of sets, taking human results as the 359

reference point. 360

SSh is designed based on the Silhouette Score, 361

utilizing nationally aggregated average VSM 362

scores: 363

ah(ni) =
1

|Ch| − 1

∑
nj∈Ch,i ̸=j

d(ni, nj) (4) 364

SSh =
1

2N

∑ b(ni)− a(ni)

ah(ni)
(5) 365

where ah(ni) signifies the mean distance from that 366

nation ni to all other nations in the human results. 367

a(ni) represents the mean distance from the ith 368

nation to all other nations within the same experi- 369

ment set. b(ni) denotes the mean distance from the 370

same nation to all nations in another experiment 371

set. Additionally, N denotes the consistent number 372

of nations involved in this study. Unlike the previ- 373

ous two metrics, which concentrate solely on the 374
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compared set-pair, SSh measures the effectiveness375

of the separation between sets by referencing hu-376

man results. An SSh value exceeding one suggests377

that the separation between the two sets is more378

pronounced than the disparity observed among hu-379

mans from various nations.380

4 Experiment Setting and RQs381

Given that the value survey is structured as a ques-382

tionnaire, we have specifically chosen and em-383

ployed models fine-tuned for chat purposes for384

this study. A total of six models are evaluated385

in this study, including members of the Llama2386

family (Touvron et al., 2023): Llama2-7b-chat-387

hf, Llama2-13b-chat-hf, and Llama2-70b-chat-hf;388

members of the Qwen family (Bai et al., 2023):389

Qwen-14b-chat and Qwen-72b-chat; and Mixtral-390

8x7B-Instruct-v0.1 (Jiang et al., 2024), which fea-391

tures a different architecture from the other models.392

All experiments were conducted using393

Vllm (Kwon et al., 2023) with Transformers (Wolf394

et al., 2020) to achieve faster inference. We395

utilized four Nvidia A6000 cards with CUDA 12.2.396

We used the default config.json and framework397

parameters for the models’ text generation.398

Through experiments, we aim to gain insights399

into three Research Questions (RQs).400

RQ1: Can large language models consistently401

express cultural values when presented with per-402

turbed questions in a single language? We focus403

on how responses of the same model vary with404

changes in contextual information and option order405

shuffling.406

RQ2: How does language affect the expression of407

cultural values in models? We examine the consis-408

tency of cultural values expressed by models when409

identical questions are posed in different languages.410

RQ3: What can we infer about models’ expression411

of cultural values when comparing them? We eval-412

uate whether models from the same family show413

more consistent cultural values and investigate how414

differences in text generation capabilities relate to415

variations in cultural values.416

5 Experiment Results417

Among the 24 questions in the VSM 2013 survey,418

questions 15 and 18 pertain to the interviewee’s419

recent mental and physical health. Consequently,420

we assign the most neutral option (option 3) to421

these two questions. We similarly assign option 3422

for any unrecognizable responses from the models.423

Initially, we requested responses in Chinese 424

when querying models with Chinese prompts. 425

However, about 7% of Llama2-7b-chat-hf’s re- 426

sponses and 24% of Llama2-13b-chat-hf’s re- 427

sponses were unrecognizable, in contrast to other 428

models which had at least 99% recognizable re- 429

sponses. As a result, these two models are required 430

to respond in English to Chinese prompts. 431

5.1 Prompt Variants (RQ1) 432

To evaluate a single model’s consistency in express- 433

ing cultural values within a single language, we 434

developed prompt variations focusing on two as- 435

pects: simulated identity and options order. The 436

former modifies only the context presented to the 437

model, whereas the latter entails further prompt 438

engineering. The impact of simulated identity is 439

assessed within the experiment set, while the ef- 440

fectiveness of options order is evaluated through 441

inter-set methods. 442

Simulated Identity Within each experiment set, 443

the model is queried with 54 simulated identities. 444

VSM raw scores and intra-set measurements are 445

used to examine the impact of simulated identities. 446

Based on raw scores, each tested model con- 447

sistently produces results with a similar distribu- 448

tion, irrespective of changes in the context. The 449

correlation coefficients for the average score vec- 450

tors, grouped by context variables in Table 5 in the 451

Appendix, indicate that responses across different 452

identities are highly correlated. 453

Similarly, the intra-set measurements based on 454

VSM scores presented in Table 6, show that the 455

simulated nations assigned to the LLMs exhibit 456

significantly less cultural value diversity compared 457

to the differences observed among human intervie- 458

wees from those nations. 459

In summary, the evaluated models produce 460

responses with relatively consistent cultural val- 461

ues and show limited sensitivity to changes in 462

the context of the prompts. The cultural values 463

learned from the training corpus help mitigate the 464

effects of variations in the simulated identities pro- 465

vided in the context. 466

Shuffled Options As noted by Zheng et al. 467

(2024), LLMs are susceptible to selection bias, pri- 468

marily due to token bias and, to a lesser extent, posi- 469

tion bias, both of which originate from the training 470

data. Accordingly, our experiment maintains the 471

original option IDs and their corresponding text, 472

only altering their positions to minimize token bias. 473
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Models DBI ↓ SS ↑ SSh ↑
Llama2-7b-chat-hf 1.837 0.169 0.430
Llama2-13b-chat-hf 1.694 0.205 0.228
Llama2-70b-chat-hf 0.658 0.572 0.574
Qwen-14b-chat 0.981 0.409 1.033
Qwen-72b-chat 0.825 0.478 0.483
Mixtral-8x7B 0.542 0.641 0.680

Table 1: Results of three measurements are listed in the
table to quantify the disparity between model responses
for the two sets, “Eng w/o shuffled options" and “Eng
w. shuffled options". Figures showing the greatest dis-
tinctness are highlighted in bold in each column.

We evaluate the consistency of the model’s cul-474

tural values despite selection bias by analyzing475

changes in the distribution of raw scores and mea-476

suring the inter-set disparity between the "Eng" and477

"Eng w. Shuffle" experiment sets for each model.478

The Centroid vector of each experiment set rep-479

resents the distribution of the set. The correlation480

coefficient and p-value are computed between the481

centroids, with comprehensive results presented in482

Table 7 in Appendix. These results indicate that483

most models maintain highly correlated score distri-484

butions after option shuffling. However, the overall485

correlation scores are noticeably lower than those486

calculated for simulated identities.487

The inter-set disparity measurement results, as488

shown in Table 1, display the effect of shuffling489

to models from the aspect of VSM score. The re-490

sults of DBI and SS suggest that the experiment491

sets, pre-divided based on shuffling, are clustered492

but not distinctly separated from each other. When493

evaluating the disparity between sets using SSh,494

we find that most models exhibit a noticeable abso-495

lute shift in cultural values between the sets, which496

does not correspond to the significant differences497

observed among humans from diverse nations.498

The experiment results show that models re-499

main vulnerable to selection bias, consistent with500

the findings reported in (Zheng et al., 2024). Unlike501

human behavior, models fail to maintain consistent502

cultural values in the face of textual ambiguities.503

Model response distributions across different ex-504

periment sets are visualized using t-SNE in Fig-505

ure 1 (van der Maaten and Hinton, 2008). The vi-506

sualization also indicates that most models demon-507

strate less or comparable separation effectiveness508

between sets divided by “Shuffling of options" com-509

pared to those split by “Language". 510

5.2 Language Variants (RQ2) 511

Models DBI ↓ SS ↑ SSh ↑
Llama2-7b-chat-hf 0.962 0.423 1.357
Llama2-13b-chat-hf 0.720 0.533 0.581
Llama2-70b-chat-hf 0.799 0.499 0.707
Qwen-14b-chat 1.846 0.215 0.622
Qwen-72b-chat 0.529 0.646 0.961
Mixtral-8x7B 0.651 0.581 0.660

Table 2: Results of three measurements are listed in the
table to quantify the disparity between model responses
for the two sets, “Eng w/o shuffled options" and “Chn
w/o shuffled options". Figures showing the greatest
distinctness are highlighted in bold in each column.

In addition to varying prompts within the same 512

language, we conduct experiments to evaluate each 513

model’s behavior when prompted in English and 514

Chinese. For the Chinese queries, we carefully 515

crafted prompts using the Chinese version of the 516

VSM 2013 questionnaires. Contextual information 517

of the simulated identities is manually translated. 518

Correlation coefficients and p-values of this 519

group of comparisons are displayed in Table 8 in 520

Appendix H. One model exhibits a p-value exceed- 521

ing the threshold, indicating no significant relation- 522

ship between its outputs for English and Chinese 523

questions. Although the p-values for other models 524

remain below the threshold, the overall correlation 525

coefficient is lower than that observed with prompt 526

variants. This suggests that language impacts the 527

models’ choice of options more significantly than 528

the shuffling of option order. 529

In addition to the raw scores, the inter-set dispar- 530

ity measurement results based on VSM scores are 531

detailed in Table 2, with a comprehensive analysis 532

of values provided in Appendix H. Based on the 533

results of DBI and SS, we find no significant dif- 534

ferences between comparisons based on language 535

and “shuffling". However, the SSh results suggest 536

that when queried with the same questions in a dif- 537

ferent language, the model is expected to exhibit 538

cultural values with a variability of at least 50%, 539

akin to that of an individual from another country. 540

Language differences can result in a more distinc- 541

tive separation in expressing cultural values. The 542

t-SNE figures in Figure 1 also clearly illustrate that 543

most models express cultural values more variably 544

when queried in different languages. 545
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(a) Llama2-7b-chat-hf (b) Llama2-13b-chat-hf (c) Llama2-70b-chat-hf

(d) Qwen-14b-chat (e) Qwen-72b-chat (f) Mixtral-8x7B

Figure 1: The 6-d VSM scores for different experiment sets for each model are visualized using the t-SNE
technique (van der Maaten and Hinton, 2008) to facilitate direct comparisons. Results from English queries (denoted
as "Eng") are displayed with black circles; results from English with Shuffled Options (denoted as "Eng w. Shuffle")
are shown with pink stars; and results from Chinese (denoted as "Chn") are represented by green squares.

The discrepancies between the initial measure-546

ments and SSh stem from differences in their for-547

mulas. DBI and SS, focus on the ratio between548

inter-set distance and intra-set disparity. These549

measurements may not provide robust values if550

model responses are sparse. In contrast, the SSh551

formula considers inter-set distance with human552

disparity (a constant), providing an absolute mea-553

sure of inter-set disparity.554

Summarizing the findings, we observe that555

language significantly influences the models’ re-556

sponses and the cultural values expressed by those557

responses. This observation aligns with research558

findings (Norton, 1997) that suggest values are559

commonly conveyed through language. We argue560

that the diverse cultural values expressed by the561

model in various languages are acquired from the562

distinct training corpora of those languages, sim-563

ilar to other types of knowledge transferred from564

training corpora to the language model (Lin et al.,565

2019; Krishna et al., 2023).566

5.3 Models Comparison (RQ3)567

We now analyze the patterns of cultural values ex-568

pressed by different models based on their inter-set569

disparity. This analysis encompasses three types of570

comparisons: (i) among models queried solely in571

English (without “shuffling"), (ii) among models572

queried solely in Chinese, and (iii) cross-language 573

comparisons. All comparisons utilize SSh values. 574

We represent all three comparison subsets with 575

heatmap charts, as shown in Figure 2. 576

Observations from Heatmaps (a) and (c) in Fig- 577

ure 2 reveal that models from the same family do 578

not necessarily exhibit closer cultural value align- 579

ment. Additionally, all Llama2 models, irrespective 580

of size, are trained using the same datasets for the 581

same duration (Touvron et al., 2023). The Qwen 582

technical report (Bai et al., 2023) also indicates that 583

identical datasets and hyperparameters are applied 584

across various model sizes during pretraining and 585

fine-tuning stages (SRF and RLHF). 586

Based on the findings: (i) models from the same 587

family do not guarantee consistency in expressing 588

cultural values; (ii) models with the same back- 589

ground receive uniform training; and (iii) larger 590

models within the same family demonstrate bet- 591

ter text-generation performance. We can deduce 592

that variations in cultural values among mod- 593

els of the same family are linked to differences 594

in their text-generation capabilities instead of 595

training data. Larger models in the same fam- 596

ily are guaranteed to handle complex patterns, un- 597

derstand context more effectively, and generalize 598

better to unseen data. As a result, they are more 599

adept at comprehending questions posed in value 600
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(a) SSh among Models with English Questions (b) MMLU Distance among Models

(c) SSh among Models with Chinese Questions (d) SSh among Models cross Languages

Figure 2: The three red heatmaps display the SSh values among models, with darker colors highlighting greater
disparities. The green heatmap displays the differences in MMLU scores among models, corresponding to the
disparities observed in the adjacent red heatmap.

tests and generating more appropriate responses601

compared to smaller models.602

We further link our findings with the evalu-603

ation results of generation. A common eval-604

uation all six models have undergone is the605

MMLU (Massive Multitask Language Understand-606

ing) test (Hendrycks et al., 2021b). Differences607

in MMLU scores among models are displayed in608

Figure 2, Heatmap (b). A large SSh value between609

two models often corresponds with a significant610

gap in MMLU scores. However, the reverse is not611

necessarily true: a small gap in MMLU scores does612

not guarantee a small SSh value between models.613

Additionally, in the heatmap (d) of Figure 2,614

the overall disparities between models across lan-615

guages are significantly larger than those observed616

within a single language. The marked inter-set dis-617

parities noted in cross-language comparisons indi-618

cate that language variations can cause substantial619

differences in cultural values among models.620

Our hypothesis that differences in cultural val-621

ues correlate with variations in model capabilities is622

based on observations. Developing a testing mecha-623

nism that simultaneously evaluates text quality, the 624

expression of cultural values, and their alignment is 625

part of future work. This approach will enhance our 626

understanding of how language model performance 627

impacts the expression of cultural values. 628

6 Conclusion 629

In this study, we developed an investigative pipeline 630

to assess the behavior of large language models con- 631

cerning expressions of cultural values. Our results 632

show that (i) Cultural values tend to remain rela- 633

tively consistent across variations in prompts, es- 634

pecially when changes are limited to content alone. 635

(ii) LLMs exhibit significantly divergent cultural 636

values across different languages, and (iii) The dif- 637

ference in cultural values among models is relevant 638

to variations in the models’ overall proficiency in 639

text generation. Furthermore, upon comparing the 640

results illustrating the second and third findings, 641

we find that language variants can lead to greater 642

disparities in cultural values. Language emerges as 643

the most significant factor influencing the cultural 644

values exhibited by the models. 645
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7 Limitations646

This study has a few limitations that require further647

investigation in future research. (i) We limited our648

exploration of cultural values expressed by mod-649

els to the 24 questions of the VSM 2013 survey,650

which has been criticized for its simplicity. There-651

fore, future research should consider incorporating652

additional cultural value surveys to investigate the653

models’ behavior further. (ii) This study evaluated654

and assessed only six models. To further validate655

the findings regarding the models’ expression of656

cultural values and their performance differences,657

additional models should be explored and included658

in future studies. (iii) In our experiments, models659

are prompted within a narrowly defined context660

to generate responses in a zero-shot manner, con-661

ditioned solely on the provided context. Future662

studies should extend beyond direct prompts, ex-663

ploring how models express cultural values when664

supplied with extensive past experiences and act-665

ing as believable agents (Park et al., 2023). (iv)666

A new evaluation pipeline or mechanism needs to667

be designed to assess and quantify the relationship668

between specific cultural value patterns and the669

generated text’s quality. This would build upon670

the current finding that variations in text quality671

result in different cultural values. (v) Although we672

have observed variations in the cultural values of673

large language models when the same questions674

are asked in different languages, we have not thor-675

oughly analyzed user preferences concerning these676

differences. Future research should develop a sys-677

tematic approach to assess how language-induced678

disparities in cultural values impact users and to for-679

mulate strategies to mitigate any negative effects.680

8 Ethical Consideration681

All experiments described in this study rely on data682

from the widely recognized Value Survey Mod-683

ule (VSM) 2013 (Hofstede and Hofstede, 2016)684

and utilize open-source language models. While685

our analysis includes human subject data, it is im-686

portant to note that this data is derived from the687

well-established findings of the VSM 2013 study.688

Additionally, although our research examines the689

responses of various large language models to as-690

sess cultural values, we explicitly avoid ranking691

these models to maintain objectivity and ethical692

integrity.693
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A Investigation Pipeline and Prompt Format937

Figure 3: Pipeline of investigations, exploring cultural values alignment in LLMs in three steps. (i) Evaluating
cultural values exhibited by an LLM queried by a single language but with variants of prompts. (ii) Assessing
cultural values in the context of different languages. (iii) Examining cultural values exhibited by different LLMs,
within and across model families and in different model sizes.

Figure 4: Prompt samples for the two languages used in the experiment. In both samples, the syntax highlighted in
red is copied from the original question in the questionnaire. During the VSM 2013 testing, there are approximately
nine types of questions. All customized components are embedded with the respective values when querying the
model.
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B VSM Dimension Formula 938

PDI = 35 ∗ (m7 −m2) + 25 ∗ (m20 −m23) + C (6) 939

IDV = 35 ∗ (m4 −m1) + 35 ∗ (m9 −m6) + C (7) 940

MAS = 35 ∗ (m5 −m3) + 35 ∗ (m8 −m10) + C (8) 941

UAI = 40 ∗ (m18 −m15) + 25 ∗ (m21 −m24 + C (9) 942

LTO = 40 ∗ (m13 −m14) + 25 ∗ (m19 −m22) + C (10) 943

IV R = 35 ∗ (m12 −m11) + 40 ∗ (m17 −m16) + C (11) 944

C Nationalities for Experiment 945

The full list of nationalities used in experiments for simulated identities includes U.S.A, China, France, 946

Germany, Brazil, India, Singapore, Japan, and South Africa. 947

D Human Results of VSM Scores 948

Human results, grouped by nations, are presented in Table 3. 949

Nations
Dimensional Mean

PDI IDV MAS UAI LTO IVR
U.S.A. 40 91 62 46 26 68

China 80 20 66 30 87 24

France 68 71 43 86 63 48

Germany 35 67 66 65 83 40

Brazil 69 38 49 76 44 59

India 77 48 56 40 51 26

Singapore 74 20 48 8 72 46

Japan 54 46 95 92 88 42

South Africa 49 65 63 49 34 63

Table 3: Human results for the nine nations involved in the experiments.

E Mean Values of VSM Scores 950

The mean values for each VSM dimension for all experiment sets and human results are outlined in 951

Table 4 952

F Clustering Measurement Methods 953

• Davies-Bouldin Index (DBI) (Davies and Bouldin, 1979): The metric quantifies the average 954

similarity between each cluster. In our case, it offers an overview of the disparity in models’ cultural 955

values at the experiment set level. We calculate the DBI value for each pair of sets. The formula is 956

given by: 957

DBI(ei, ej) =

(
S(ei) + S(ej)

M(ei, ej)

)
(12) 958

where S(ei) is the average distance of all points in set ei to the centroid of set ei, S(ej) is the average 959

distance of all points in set ej to the centroid of the set ej , and M(ei, ej) is the distance between 960

the centroids of sets ei and ej . The lower the DBI value, the better the separation between the two 961

sets. If the DBI value is larger than one, it suggests that the separation between clusters is not very 962

distinct. 963
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Models
Dimensional Mean

PDI IDV MAS UAI LTO IVR
Llama2-7b-chat-hf (Eng) 18 20 15 13 -12 82

Llama2-7b-chat-hf (Eng w. Shuffle) 22 8 4 17 -9 33

Llama2-7b-chat-hf (Chn) -18 94 -58 -52 3 74

Llama2-13b-chat-hf (Eng) 22 45 -5 -4 20 22

Llama2-13b-chat-hf (Eng w. Shuffle) 40 29 -8 -6 24 14

Llama2-13b-chat-hf (Chn) 17 1 -2 0 -3 18

Llama2-70b-chat-hf (Eng) -16 67 -33 -38 4 49

Llama2-70b-chat-hf (Eng w. Shuffle) -12 28 -4 -23 0 40

Llama2-70b-chat-hf (Chn) -32 30 -39 -33 -47 57

Qwen-14b-chat (Eng) 28 83 -20 -17 -5 13

Qwen-14b-chat (Eng w. Shuffle) -11 7 2 -1 1 -10

Qwen-14b-chat (Chn) -7 72 -55 1 -1 56

Qwen-72b-chat (Eng) -13 74 -40 -2 -26 26

Qwen-72b-chat (Eng w. Shuffle) 14 47 -27 -1 2 22

Qwen-72b-chat (Chn) 7 11 -8 -33 12 24

Mixtral-8x7B (Eng) -33 70 34 -31 2 47

Mixtral-8x7B (Eng w. Shuffle) 4 30 9 -34 15 44

Mixtral-8x7B (Chn) -56 48 0 1 29 38

Hofstede’s Research 61 52 61 55 61 46

Table 4: The mean values for each VSM dimension for all experiment sets and human results are calculated. These
mean values are presented in integer format to maintain consistency with the human results listed in Table 3.

• Silhouette Score (SS) (Rousseeuw, 1987): The metric evaluates clustering quality by comparing964

each point’s similarity to its cluster against other clusters. We use this metric to compare model965

outputs between any two sets to assess the effectiveness of their separation. The formula for the966

Silhouette Score s(i) of a single model output i is given by:967

a(pi) =
1

|C1| − 1

∑
pj∈C1,i ̸=j

d(pi, pj) (13)968

b(pi) =
1

|C2|
∑

pj∈C2

d(pi, pj) (14)969

SS =
1

|C1|+ |C2|
∑ b(pi)− a(pi)

max(a(pi), b(pi))
(15)970

where a(pi) is the mean distance of data point pi to all other data points in the same set C1, b(pi) is971

the mean distance of pi to all points in the opposite set C2. Our study computes the average score972

across all points from two sets to determine the disparity score between them. The silhouette score973

ranges from -1 to 1, where a higher value indicates more effective separation between clusters.974

G Experiments Results for RQ1975

G.1 Variant Context976

• Results based on the raw scores of 24 questions are listed in Table 5.977
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Models
Identity Context

Nation Age Gender
PCC (ρ) PCC (ρ) PCC (ρ)

Llama2-7b-chat-hf (Eng) 0.969 0.987 0.925
Llama2-7b-chat-hf (Eng w. Shuffle) 0.942 0.994 0.949
Llama2-7b-chat-hf (Chn) 0.842 0.971 0.969
Llama2-13b-chat-hf (Eng) 0.978 0.993 0.996
Llama2-13b-chat-hf (Eng w. Shuffle) 0.969 0.993 0.987
Llama2-13b-chat-hf (Chn) 0.993 0.997 0.998
Llama2-70b-chat-hf (Eng) 0.991 1.000 0.995
Llama2-70b-chat-hf (Eng w. Shuffle) 0.987 0.999 0.996
Llama2-70b-chat-hf (Chn) 0.969 0.996 0.995
Qwen-14b-chat (Eng) 0.934 0.992 0.995
Qwen-14b-chat (Eng w. Shuffle) 0.752 0.905 0.837
Qwen-14b-chat (Chn) 0.807 0.939 0.858
Qwen-72b-chat (Eng) 0.934 0.992 0.995
Qwen-72b-chat (Eng w. Shuffle) 0.943 0.986 0.994
Qwen-72b-chat (Chn) 0.915 0.988 0.987
Mixtral-8x7B (Eng) 0.992 0.997 0.998
Mixtral-8x7B (Eng w. Shuffle) 0.995 0.999 0.998
Mixtral-8x7B (Chn) 0.947 0.989 0.953

Table 5: The Pearson Correlation Coefficient ρ among model responses, queried with single-language prompts
featuring variant simulated identities, are provided above. The average correlation coefficients are computed over
the grouped identity context, and all p-values p ≪ 0.05. Correlation coefficients below 0.9 are in boldface.

• Results for intra-set comparison based on VSM scores are listed in Table 6. The largest MCD among 978

all experiment sets is less than 0.7, and only two out of eighteen groups have scores greater than 0.5. 979

G.2 Shuffled Options 980

• Results based on the raw scores of 24 questions for each pair of experiment sets are listed in Table 7. 981

• Results for inter-set comparison based on VSM scores for each pair of experiment sets are listed in 982

Table 1. As shown in the table, the smallest Davies-Bouldin Index (DBI) value among all models 983

exceeds 0.5, with values closer to 0 indicating better clustering quality. Additionally, the highest 984

Silhouette Score (SS) is below 0.7, where values closer to 1 signify more effective clustering. These 985

statistics again underscore that the change in context within prompts does not significantly alter the 986

cultural values in models’ responses. 987

From the perspective of SSh, most models have values less than one, with the exception of Qwen- 988

14b-chat, whose SSh value exceeds one, indicating a greater disparity than human results. This 989

model also has the lowest Pearson correlation coefficient between the two sets as shown in Table 7. 990

H Experiment Results for RQ2 991

• Results based on the raw scores of 24 questions are listed in Table 8. 992

• Results for intra-set comparison based on VSM scores are listed in Table 2. From the DBI perspec- 993

tive, we observe that no value falls below 0.5, consistent with our findings from comparisons between 994

experiment sets split by “shuffling", as presented in Table 1. The second measurement method, 995

Silhouette Score (SS), shows a similar trend, with the highest value among the six comparisons 996

remaining below 0.7. The average DBI for comparisons based on language differences is 0.17 997
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Models
Dimensional Standard Deviation

Distance MCD
PDI IDV MAS UAI LTO IVR

Llama2-7b-chat-hf (Eng) 7.587 4.648 6.960 7.014 11.402 14.096 8.618 0.424

Llama2-7b-chat-hf (Eng w. Shuffle) 6.831 7.047 3.903 6.549 7.712 9.916 6.993 0.344

Llama2-7b-chat-hf (Chn) 13.629 21.835 14.901 5.429 14.681 10.993 13.578 0.668
Llama2-13b-chat-hf (Eng) 5.833 5.952 3.608 2.850 4.187 3.004 4.239 0.209

Llama2-13b-chat-hf (Eng w. Shuffle) 3.109 4.301 3.134 2.530 6.586 4.148 3.888 0.191

Llama2-13b-chat-hf (Chn) 4.131 2.758 3.394 0.919 3.153 4.085 3.074 0.151

Llama2-70b-chat-hf (Eng) 4.160 1.096 2.789 4.866 3.197 5.113 3.537 0.174

Llama2-70b-chat-hf (Eng w. Shuffle) 2.746 2.844 2.829 1.680 9.016 5.674 4.132 0.203

Llama2-70b-chat-hf (Chn) 8.183 3.965 9.947 3.942 16.616 7.673 8.388 0.413

Qwen-14b-chat (Eng) 7.376 6.512 6.596 5.405 4.026 6.388 6.051 0.298

Qwen-14b-chat (Eng w. Shuffle) 5.965 9.709 5.916 3.485 16.145 5.451 7.778 0.383

Qwen-14b-chat (Chn) 10.607 22.082 13.947 6.285 11.354 7.974 12.042 0.592

Qwen-72b-chat (Eng) 3.947 4.767 3.660 1.952 13.470 6.036 5.638 0.277

Qwen-72b-chat (Eng w. Shuffle) 4.250 4.854 3.767 3.409 6.386 4.267 4.489 0.221

Qwen-72b-chat (Chn) 14.556 3.968 2.458 9.098 12.066 9.795 8.657 0.426

Mixtral-8x7B (Eng) 7.078 0.591 0.583 7.785 7.947 10.799 5.797 0.285

Mixtral-8x7B (Eng w. Shuffle) 2.983 1.650 5.904 1.693 3.251 3.465 3.158 0.155

Mixtral-8x7B (Chn) 7.319 5.035 0.412 1.523 5.332 11.495 5.186 0.255

Human Results 16.613 23.904 15.301 27.491 23.337 15.336 20.330 1.0

Table 6: The standard deviation for each VSM dimension is calculated across nations. For the models, these
deviations are derived from responses grouped by simulated nations, while for human results, they are based on
Hofstede’s research findings. Distances and MCDs are calculated as outlined in 3.3. The highest MCD among
models is emphasized in bold, indicating that a larger MCD suggests a greater influence of simulated nations on the
models’ expression of cultural values.

lower than that based on "shuffling", and the overall average SS is 0.07 higher. Nevertheless, using998

standard clustering metrics, we find no significant differences between the results in Table 2 and999

Table 1.1000

However, the results of SSh for comparisons based on language differs significantly from those for1001

comparisons based on "shuffling": (i) No SSh values in Table 2 fall below 0.5, whereas half of the1002

values in Table 1 are below 0.5. This indicates that when asked the same questions in a different1003

language, we can expect the model to express cultural values with at least 50% of the variability that1004

a person from another country might exhibit. (ii) The average SSh value for language comparison1005

is 42.7% higher than that for "shuffling". The observations suggest that language differences can1006

more readily "induce" the model to select a different option than selection bias. Consequently, this1007

results in a more distinctive separation in the expression of cultural values by the same model. The1008

t-SNE figures in Figure 1 also illustrate the differences in intra-set disparity, clearly showing that1009

most models express cultural values more variably when queried in different languages.1010

I Experiment Results for RQ31011

• Heatmap (a) in Figure 2 shows that the 13b and 70b models from the Llama2 family are closest1012

to the 14b and 72b models from the Qwen family. Similarly, the Qwen-14b-chat model has the1013
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Models PCC (ρ) P-value
Llama2-7b-chat-hf 0.894 ≪ 0.05

Llama2-13b-chat-hf 0.861 ≪ 0.05

Llama2-70b-chat-hf 0.938 ≪ 0.05

Qwen-14b-chat 0.718 ≪ 0.05

Qwen-72b-chat 0.922 ≪ 0.05

Mixtral-8x7B 0.876 ≪ 0.05

Table 7: The table presents Pearson correlation coefficients (ρ) and p-values comparing centroids of models’
responses between “w. Shuffle" and “w/o Shuffle" options (all prompts are in English), assessing the consistency of
responses from the aspect of the original scores.

Models PCC(ρ) P-value
Llama2-7b-chat-hf 0.315 0.134

Llama2-13b-chat-hf 0.704 ≪ 0.05

Llama2-70b-chat-hf 0.841 ≪ 0.05

Qwen-14b-chat 0.531 0.008

Qwen-72b-chat 0.643 ≪ 0.05

Mixtral-8x7B 0.535 0.007

Table 8: The table presents Pearson correlation coefficients (ρ) and p-values comparing centroids of models’
responses between “English" and “Chinese" prompts, assessing the consistency of responses from the aspect of the
original scores.

smallest SSh value with Llama2-13b-chat-hf. Additionally, Qwen-72b-chat closely aligns with 1014

Qwen-14b-chat. When examining the inter-set disparity for models when queried in Chinese, as 1015

depicted in Heatmap (c), it is evident that all models from the Llama2 and Qwen families show the 1016

smallest SSh values to the model outside their own family. 1017

• In heatmap (d) of Figure 2, we present the SSh values between models when questioned in different 1018

languages. Based on the visualized disparities among models, it is clear that comparing models across 1019

languages results in significantly larger differences in cultural values than comparisons within a single 1020

language. The distribution of SSh values in the heatmap (d) of Figure 2 is notably sparse, with 38.9% 1021

of values exceeding 1.0 and 10.5% falling below 0.5. However, all values below 0.5 correspond to 1022

comparisons between one model and others tested in a different language. This suggests that the 1023

dimensional space utilized in the VSM testing might be too constrained, causing overlap in results 1024

from various experiment sets. Despite the overlap, the pronounced inter-set disparities observed 1025

in cross-language comparisons suggest that variations in language can lead to more significant 1026

differences in cultural values among models. 1027
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J VSM Questionnaire1028

Figure 5: VSM Questionnaire Page 1
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Figure 6: VSM Questionnaire Page 2
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Figure 7: VSM Questionnaire Page 3

20


	Introduction
	Related Work
	Bias Study of Language Model
	Social Science Models

	Measures by VSM
	Experiment Set
	Measures by VSM Raw Scores
	Measures by VSM Scores

	Experiment Setting and RQs
	Experiment Results
	Prompt Variants (RQ1)
	Language Variants (RQ2)
	Models Comparison (RQ3)

	Conclusion
	Limitations
	Ethical Consideration
	Investigation Pipeline and Prompt Format
	VSM Dimension Formula
	Nationalities for Experiment
	Human Results of VSM Scores
	Mean Values of VSM Scores
	Clustering Measurement Methods
	Experiments Results for RQ1
	Variant Context
	Shuffled Options

	Experiment Results for RQ2
	Experiment Results for RQ3
	VSM Questionnaire

