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Abstract

We propose a multistage transformer-based architecture for efficient Arabic Sign1

Language (ArSL) recognition. The proposed approach first extracts a compact2

7× 7 grid of image features using a tiny Swin transformer. We next determine3

a class-conditioned score of each grid token with the query [CLS] and pick a4

diverse Top-K subset through grid non-maximum suppression (NMS) algorithm.5

Only these K selected tokens together with [CLS] are then subjected to a small6

transformer-based classifier (ViT Tiny) to obtain the final label. The colored7

heatmap in the visualizations indicates which sections of the images had the highest8

scores, and the dots indicate the exact patches the classifier relied on to make its9

decision. Our model achieves 98.1% accuracy and 0.979 macro-F1 on the held-out10

test split on the RGB ArSl alphabet dataset (32 classes, 54049 images of more11

than xx signers each). It is also computationally lighter than a ViT-Tiny baseline12

as it reads only K+1 tokens instead of all 196 patches. The proposed approach is13

backbone-agnostic and can be adapted into other vision transformers with minimal14

modification, enabling accessible and scalable sign-language recognition tools for15

Arabic-speaking deaf and hard-of-hearing communities worldwide.16

1 Introduction17

Arabic Sign Language Recognition (ArSLR) is most commonly used in assistive technologies such as18

in teaching, government services, and human-computer interaction in Arabic-speaking communities19

[1]. Real-world implementation is characterized by unique challenges such as high signer variability20

(hand size, speed, habit), background interference (home/classroom environments), variations in21

illumination, and handshapes [8]. In the past, isolated-sign recognition has evolved past handcrafted22

descriptors (skin-color heuristics, HOG/SIFT-like features) toward CNNs trained on RGB images, and23

continuous signing frequently addressed by temporal models (HMMs, CRF, LSTM/GRU) [4]. More24

recently, vision transformers (ViT, Swin) achieved higher accuracy but at higher computational cost;25

parallel directions include pose/skeleton cues (2D/3D keypoints) or cross-modal models (CLIP-style26

adaptations) [3]. Two practical gaps remain: (1) efficiency — models that attend to all patches slow27

down rapidly as images have more patches; and (2) clear explanations — it’s often unclear which28

parts of the image actually drove the prediction.29

In this study, we propose X-TASAR (EXplainable Token-selection transformer approach for Arabic30

Sign language Alphabet Recognition), an explanation-driven and computationally efficient method.31

Our method extracts a compact 7 × 7 grid of image features using a tiny Swin transformer [6],32

adds a class-conditioned score to each of the grid tokens, and picks a diverse Top-K subset using33

non-maximum suppression (NMS) algorithm [7]. To perform the final classification, a small global34

ViT-like transformer [5] considers the chosen K tokens and [CLS], to predict the final classification35

Submitted to 39th Conference on Neural Information Processing Systems (NeurIPS 2025). Do not distribute.



Input image Local encoder
Swin-Tiny

7×7 tokens
(project to D)

Class-conditioned
scoring vs. [CLS]

Diverse Top-K
(grid-NMS)

Add 2D position
tags

Small global
transformer

2-layer ViT-style
head over [CLS]+K

Prediction
(label)feature grid F heatmap S K tokens + coords

Visualization: heatmap S +
K dots at selected patches

Outputs a compact 7×7 grid Scores each grid token Keeps diverse, non-overlapping picks
Reasons only over K evidence tokens

Figure 1: X-TASAR uses a tiny Swin encoder 7×7×768), a linear projection to D=384, and a
class-conditioned scorer. We select a diverse set of K=16 tokens with grid-NMS (radius r=1) and
pass [CLS]+K tokens to a smaall ViT-style head with 2 encoder blocks and 6 attention heads.

label. The same attention map that drives the final prediction is visualized as a colored heatmap along36

with dots mark indicating the exact patches forwarded to the classifier, yielding simple, readable37

overlays.38

2 Method39

2.1 Overview40

X-TASAR is a three-stage transformer pipeline for isolated ArSLR (Fig. 1): (i) a compact local41

encoder (Swin-Tiny) produces a 7×7 grid of visual tokens [6]; (ii) a class-conditioned scorer ranks42

tokens and a grid-NMS [7] Top-K selector chooses diverse, non-redundant evidence; and (iii) a small43

global transformer (2 layer ViT-style) attends only to the selected K tokens plus [CLS] to predict the44

class. The same score map that gates selection is rendered as a heatmap; the K chosen coordinates45

are drawn as dots, aligning visualization with the actual evidence used by the classifier.46

2.2 Local encoder and tokenization47

Given an RGB input x ∈ R3×224×224, a tiny Swin transformer (window size 7) outputs the final48

feature map49

F ∈ RC×H×W , C=768, H=W=7. (1)

We flatten spatially and linearly project channels to D=384 to obtain token embeddings50

T =
[
tij

]
∈ RN×D, N=H ·W=49, tij = Proj(F:,i,j) . (2)

A learnable class token c ∈ RD (denoted [CLS]) is used in the global stage.51

2.3 Class-conditioned scoring52

Each token tij is assigned a class-conditioned score via cosine similarity between a linearly trans-53

formed token and the [CLS] query:54

sij =

〈
W tij

∥W tij∥2
,

c

∥c∥2

〉
∈ [−1, 1], W ∈ RD×D. (3)

Reshaping the scores gives a heatmap S ∈ RH×W over the 7×7 grid. This heatmap is later visualized55

directly.56

2.4 Diverse Top-K selection via grid-NMS57

High scores can cluster spatially, leading to redundant evidence. To enforce spatial diversity, we58

apply greedy NMS on the grid with radius r=1: at each step we choose the current maximum of59

S and suppress its 3×3 neighborhood, repeating until K locations are retained. On a 7×7 lattice60

with r=1, the theoretical cap on unique non-overlapping picks is ⌈H/2⌉ · ⌈W/2⌉ = 16, hence we set61

K=16 by default. Let P = {(iℓ, jℓ)}Kℓ=1 be the selected coordinates and62

Z =
[
zℓ
]K
ℓ=1

, zℓ = tiℓjℓ ∈ RD, (4)

the corresponding evidence tokens forwarded to the classifier. Each selected token is augmented with63

a learned 2D positional embedding derived from its grid coordinates.64
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Method Attended tokens Global blocks Acc. (%) Macro-F1
X-TASAR K+1=17 2 98.05 0.979
ViT-Tiny (full global) 196+1 12 97.89 0.972

Table 1: Results on the RGB-ArSLR alphabet test set when K = 16

2.5 Global transformer over [CLS]+K tokens65

We build the sequence66

X =
[
c, z̃1, . . . , z̃K

]
∈ R(K+1)×D, (5)

and process it with a small ViT-style transformer (two encoder blocks, six heads). Each encoder67

applies multi-head self-attention (MHSA), residual connections, and a position-wise MLP:68

X ′ = X +MHSA(LN(X)) , Y = X ′ +MLP(LN(X ′)) . (6)

We read the final class token hcls = Y1,: ∈ RD and obtain the prediction69

ŷ = softmax(Wcls hcls) , Wcls ∈ RCy×D, (7)

where Cy is the number of classes. Training uses cross-entropy on ŷ. For interpretability, we visualize70

S as a colored heatmap and overlay the K coordinates in P as dots, which are the exact patches71

consumed by the classifier.72

3 Experiments73

3.1 Experimental Setup74

We evaluate the performance on the RGB ArSLR dataset [2] with 32 classes and 54049 RGB images75

collected from more than 40 signers. Images are resized to 224×224 and normalized per-channel.76

We use a fixed train/val/test partition with class-stratified sampling; 1. We report Top-1 accuracy and77

macro-F1 on the test set.78

Augmentations are random resized crop to 224, light color jitter, and random horizontal flip disabled79

(to preserve left/right handshape identity). We train with AdamW (weight decay 0.05) and cross-80

entropy loss. The best checkpoint is selected by validation macro-F1 and evaluated once on the test81

set. The baseline (ViT-Tiny) use the same optimizer, schedule, augmentations, epochs, and selection82

of the best checkpoint. Experiments were conducted in PyTorch with timm backbones on a multi-83

GPU Ubuntu server (5× NVIDIA RTX 3080, 24 GB VRAM each), with mixed-precision enabled.84

Exact dependencies are provided in the repository where We release the full codebase and the exact85

train/validation/test split CSVs used in this study https://github.com/brai-acslab/X-TASAR.86

3.2 Baselines and Main Results87

We compare X-TASAR to a ViT-Tiny baseline trained under the same protocol mentioned previously.88

The baseline is a 12-layer ViT that attends to all 14×14=196 patch tokens plus [CLS]. In contrast,89

our model scores the 7×7 grid, keeps a diverse Top-K set of patches (K=16) via grid-NMS, and90

runs a short 2-layer transformer only on [CLS]+K tokens (≈ 17 tokens total). As Table 1 shows,91

X-TASAR attains 98.05% accuracy, and 0.979 macro-F1, which is on par with, if not surpassing92

significantly, the full-global baseline while operating on fewer tokens.93

3.3 Explainability94

Beyond the numbers in Table 1, a central aim of X-TASAR is to make the model’s internal evidence.95

Figure 2 presents randomly selected test images with our explainability overlays. The heatmap is96

the class-conditioned score map S over the 7×7 token grid, and the dots mark the Top-K (K=16)97

tokens chosen by grid-NMS with radius r=1. These dots correspond exactly to the tokens that are98

1We release the exact CSVs (train.csv, val.csv, test.csv) used in this paper together with code at xxx
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Figure 2: Heatmap with dots at the K selected patches (K=16, r=1). Warmer regions indicate
higher class-conditioned scores; dots are the exact tokens passed to the global head.

subsequently passed, together with [CLS], to the global transformer. This one-to-one linkage makes99

it easier to correlate the highlighted regions and marked locations that drive the classifier’s decision.100

In most cases the responses concentrate on the active hand and fingertip articulations, and the selected101

dots are well spread across complementary subregions, reflecting the enforced spatial diversity.102

Occasionally, some dots land on background or non-hand areas. Because selection operates on a103

coarse 7×7 grid with grid-NMS (r=1), very fine details (e.g., fingertips) that lie near cell boundaries104

have their evidence distributed over adjacent cells. Once one neighbor is selected, NMS suppresses105

the others, preventing multiple adjacent picks of the same fine structure. Combined with a fixed K106

value, this can yield a few residual selections on medium-score background cells. This behavior is107

expected from the proposed design and is visible in the overlays, which still depict exactly the tokens108

used by the classifier.109

4 Limitations110

The model has two main hyperparamers: the number of selected tokens K and the grid-NMS radius111

r. Smaller K risks missing discriminative parts, whereas larger K increases coverage at the cost of112

reintroducing background noise; similarly, a larger r enforces diversity but can thin out relevant or113

genuinely informative neighborhoods. In this study we fixed K=16 and r=1 based on validation,114

but data-driven or adaptive schemes that tune these values per sample remain a natural extension. A115

second limitation is the dimension of the feature map extracted. The 7×7 grid is computationally116

feasible but can be coarse for subtle finger articulations. Higher-resolution selection (e.g., from a117

14×14 stage) or a multi-scale variant would likely sharpen localization and improve overlays, at118

an additional cost. Finally, the scope of evaluation is limited to RGB ArSLR alphabets dataset [2].119

We do not yet evaluated the model on a continuous sign streams and other sign languages. This120

submission is intended as an early dissemination to elicit constructive feedback, towards the goal of121

expanding along the mentioned limitations.122

5 Conclusion123

We presented X-TASAR, an explainability-first transformer for isolated ArSLR recognition that124

scores a Swin-derived 7×7 grid, selects a diverse Top-K subset via grid-NMS, and classifies with125

a short 2-layer ViT-style head over [CLS]+K tokens. The same score map drives both selection126

and visualization, yielding faithful heatmaps and dots, and the method attains strong performance127

(98.05% accuracy and 0.979 macro-F1) while greatly reducing the burden of global attention. In128

future, we will explore adaptive token selection that enhances discriminative points surrounding129

active hand regions, and broaden our evaluation under wider selection of SLR datasets to further130

benefit Arabic-speaking deaf and hard-of-hearing communities worldwide.131
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NeurIPS Paper Checklist158

1. Claims159

Question: Do the main claims made in the abstract and introduction accurately reflect the160

paper’s contributions and scope?161

Answer: [Yes]162

Justification: The claims made in abstract is reflected in Introduction and Experiments163

section.164

Guidelines:165

• The answer NA means that the abstract and introduction do not include the claims166

made in the paper.167

• The abstract and/or introduction should clearly state the claims made, including the168

contributions made in the paper and important assumptions and limitations. A No or169

NA answer to this question will not be perceived well by the reviewers.170

• The claims made should match theoretical and experimental results, and reflect how171

much the results can be expected to generalize to other settings.172

• It is fine to include aspirational goals as motivation as long as it is clear that these goals173

are not attained by the paper.174

2. Limitations175

Question: Does the paper discuss the limitations of the work performed by the authors?176

Answer: [Yes]177

Justification: There is a separate Limitations section provided in the paper178

Guidelines:179

• The answer NA means that the paper has no limitation while the answer No means that180

the paper has limitations, but those are not discussed in the paper.181

• The authors are encouraged to create a separate "Limitations" section in their paper.182

• The paper should point out any strong assumptions and how robust the results are to183

violations of these assumptions (e.g., independence assumptions, noiseless settings,184

model well-specification, asymptotic approximations only holding locally). The authors185

should reflect on how these assumptions might be violated in practice and what the186

implications would be.187

• The authors should reflect on the scope of the claims made, e.g., if the approach was188

only tested on a few datasets or with a few runs. In general, empirical results often189

depend on implicit assumptions, which should be articulated.190

• The authors should reflect on the factors that influence the performance of the approach.191

For example, a facial recognition algorithm may perform poorly when image resolution192

is low or images are taken in low lighting. Or a speech-to-text system might not be193

used reliably to provide closed captions for online lectures because it fails to handle194

technical jargon.195

• The authors should discuss the computational efficiency of the proposed algorithms196

and how they scale with dataset size.197

• If applicable, the authors should discuss possible limitations of their approach to198

address problems of privacy and fairness.199

• While the authors might fear that complete honesty about limitations might be used by200

reviewers as grounds for rejection, a worse outcome might be that reviewers discover201

limitations that aren’t acknowledged in the paper. The authors should use their best202

judgment and recognize that individual actions in favor of transparency play an impor-203

tant role in developing norms that preserve the integrity of the community. Reviewers204

will be specifically instructed to not penalize honesty concerning limitations.205

3. Theory assumptions and proofs206

Question: For each theoretical result, does the paper provide the full set of assumptions and207

a complete (and correct) proof?208

Answer: [NA]209
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Justification: Our approach focuses on enhancing the practical results and no theoretical210

aspects are presented. Hence, full set of assumptions and complete proof are not applicable211

Guidelines:212

• The answer NA means that the paper does not include theoretical results.213

• All the theorems, formulas, and proofs in the paper should be numbered and cross-214

referenced.215

• All assumptions should be clearly stated or referenced in the statement of any theorems.216

• The proofs can either appear in the main paper or the supplemental material, but if217

they appear in the supplemental material, the authors are encouraged to provide a short218

proof sketch to provide intuition.219

• Inversely, any informal proof provided in the core of the paper should be complemented220

by formal proofs provided in appendix or supplemental material.221

• Theorems and Lemmas that the proof relies upon should be properly referenced.222

4. Experimental result reproducibility223

Question: Does the paper fully disclose all the information needed to reproduce the main ex-224

perimental results of the paper to the extent that it affects the main claims and/or conclusions225

of the paper (regardless of whether the code and data are provided or not)?226

Answer: [Yes]227

Justification: Section 3 (Experiments) provides necessary information to reproduce the main228

experimental results.229

Guidelines:230

• The answer NA means that the paper does not include experiments.231

• If the paper includes experiments, a No answer to this question will not be perceived232

well by the reviewers: Making the paper reproducible is important, regardless of233

whether the code and data are provided or not.234

• If the contribution is a dataset and/or model, the authors should describe the steps taken235

to make their results reproducible or verifiable.236

• Depending on the contribution, reproducibility can be accomplished in various ways.237

For example, if the contribution is a novel architecture, describing the architecture fully238

might suffice, or if the contribution is a specific model and empirical evaluation, it may239

be necessary to either make it possible for others to replicate the model with the same240

dataset, or provide access to the model. In general. releasing code and data is often241

one good way to accomplish this, but reproducibility can also be provided via detailed242

instructions for how to replicate the results, access to a hosted model (e.g., in the case243

of a large language model), releasing of a model checkpoint, or other means that are244

appropriate to the research performed.245

• While NeurIPS does not require releasing code, the conference does require all submis-246

sions to provide some reasonable avenue for reproducibility, which may depend on the247

nature of the contribution. For example248

(a) If the contribution is primarily a new algorithm, the paper should make it clear how249

to reproduce that algorithm.250

(b) If the contribution is primarily a new model architecture, the paper should describe251

the architecture clearly and fully.252

(c) If the contribution is a new model (e.g., a large language model), then there should253

either be a way to access this model for reproducing the results or a way to reproduce254

the model (e.g., with an open-source dataset or instructions for how to construct255

the dataset).256

(d) We recognize that reproducibility may be tricky in some cases, in which case257

authors are welcome to describe the particular way they provide for reproducibility.258

In the case of closed-source models, it may be that access to the model is limited in259

some way (e.g., to registered users), but it should be possible for other researchers260

to have some path to reproducing or verifying the results.261

5. Open access to data and code262
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Question: Does the paper provide open access to the data and code, with sufficient instruc-263

tions to faithfully reproduce the main experimental results, as described in supplemental264

material?265

Answer: [Yes]266

Justification: The paper provides reference to the data used in the experiment. Additionally,267

access to the code base is provided with sufficient instructions reproduce the results268

Guidelines:269

• The answer NA means that paper does not include experiments requiring code.270

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/271

public/guides/CodeSubmissionPolicy) for more details.272

• While we encourage the release of code and data, we understand that this might not be273

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not274

including code, unless this is central to the contribution (e.g., for a new open-source275

benchmark).276

• The instructions should contain the exact command and environment needed to run to277

reproduce the results. See the NeurIPS code and data submission guidelines (https:278

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.279

• The authors should provide instructions on data access and preparation, including how280

to access the raw data, preprocessed data, intermediate data, and generated data, etc.281

• The authors should provide scripts to reproduce all experimental results for the new282

proposed method and baselines. If only a subset of experiments are reproducible, they283

should state which ones are omitted from the script and why.284

• At submission time, to preserve anonymity, the authors should release anonymized285

versions (if applicable).286

• Providing as much information as possible in supplemental material (appended to the287

paper) is recommended, but including URLs to data and code is permitted.288

6. Experimental setting/details289

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-290

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the291

results?292

Answer: [Yes]293

Justification: The paper specifies training, testing and validation splits and provides exact294

files used in training and validation as CSV files in the released code base.295

Guidelines:296

• The answer NA means that the paper does not include experiments.297

• The experimental setting should be presented in the core of the paper to a level of detail298

that is necessary to appreciate the results and make sense of them.299

• The full details can be provided either with the code, in appendix, or as supplemental300

material.301

7. Experiment statistical significance302

Question: Does the paper report error bars suitably and correctly defined or other appropriate303

information about the statistical significance of the experiments?304

Answer: [Yes]305

Justification: Section 3 presents experiments that support the main claims of the paper.306

Guidelines:307

• The answer NA means that the paper does not include experiments.308

• The authors should answer "Yes" if the results are accompanied by error bars, confi-309

dence intervals, or statistical significance tests, at least for the experiments that support310

the main claims of the paper.311

• The factors of variability that the error bars are capturing should be clearly stated (for312

example, train/test split, initialization, random drawing of some parameter, or overall313

run with given experimental conditions).314
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• The method for calculating the error bars should be explained (closed form formula,315

call to a library function, bootstrap, etc.)316

• The assumptions made should be given (e.g., Normally distributed errors).317

• It should be clear whether the error bar is the standard deviation or the standard error318

of the mean.319

• It is OK to report 1-sigma error bars, but one should state it. The authors should320

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis321

of Normality of errors is not verified.322

• For asymmetric distributions, the authors should be careful not to show in tables or323

figures symmetric error bars that would yield results that are out of range (e.g. negative324

error rates).325

• If error bars are reported in tables or plots, The authors should explain in the text how326

they were calculated and reference the corresponding figures or tables in the text.327

8. Experiments compute resources328

Question: For each experiment, does the paper provide sufficient information on the com-329

puter resources (type of compute workers, memory, time of execution) needed to reproduce330

the experiments?331

Answer: [Yes]332

Justification: Section 3.1 details information on the compute resources.333

Guidelines:334

• The answer NA means that the paper does not include experiments.335

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,336

or cloud provider, including relevant memory and storage.337

• The paper should provide the amount of compute required for each of the individual338

experimental runs as well as estimate the total compute.339

• The paper should disclose whether the full research project required more compute340

than the experiments reported in the paper (e.g., preliminary or failed experiments that341

didn’t make it into the paper).342

9. Code of ethics343

Question: Does the research conducted in the paper conform, in every respect, with the344

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?345

Answer: [Yes]346

Justification: The dataset used in the papaer was already anonymized prior to acquiring it.347

Hence, there are no personally identifiable information in the dataset.348

Guidelines:349

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.350

• If the authors answer No, they should explain the special circumstances that require a351

deviation from the Code of Ethics.352

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-353

eration due to laws or regulations in their jurisdiction).354

10. Broader impacts355

Question: Does the paper discuss both potential positive societal impacts and negative356

societal impacts of the work performed?357

Answer: [NA]358

Justification: The paper does not have direct societal impacts as it is designed for sign359

language recognition tasks.360

Guidelines:361

• The answer NA means that there is no societal impact of the work performed.362

• If the authors answer NA or No, they should explain why their work has no societal363

impact or why the paper does not address societal impact.364
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• Examples of negative societal impacts include potential malicious or unintended uses365

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations366

(e.g., deployment of technologies that could make decisions that unfairly impact specific367

groups), privacy considerations, and security considerations.368

• The conference expects that many papers will be foundational research and not tied369

to particular applications, let alone deployments. However, if there is a direct path to370

any negative applications, the authors should point it out. For example, it is legitimate371

to point out that an improvement in the quality of generative models could be used to372

generate deepfakes for disinformation. On the other hand, it is not needed to point out373

that a generic algorithm for optimizing neural networks could enable people to train374

models that generate Deepfakes faster.375

• The authors should consider possible harms that could arise when the technology is376

being used as intended and functioning correctly, harms that could arise when the377

technology is being used as intended but gives incorrect results, and harms following378

from (intentional or unintentional) misuse of the technology.379

• If there are negative societal impacts, the authors could also discuss possible mitigation380

strategies (e.g., gated release of models, providing defenses in addition to attacks,381

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from382

feedback over time, improving the efficiency and accessibility of ML).383

11. Safeguards384

Question: Does the paper describe safeguards that have been put in place for responsible385

release of data or models that have a high risk for misuse (e.g., pretrained language models,386

image generators, or scraped datasets)?387

Answer: [NA]388

Justification: The release code has no risk for misuse.389

Guidelines:390

• The answer NA means that the paper poses no such risks.391

• Released models that have a high risk for misuse or dual-use should be released with392

necessary safeguards to allow for controlled use of the model, for example by requiring393

that users adhere to usage guidelines or restrictions to access the model or implementing394

safety filters.395

• Datasets that have been scraped from the Internet could pose safety risks. The authors396

should describe how they avoided releasing unsafe images.397

• We recognize that providing effective safeguards is challenging, and many papers do398

not require this, but we encourage authors to take this into account and make a best399

faith effort.400

12. Licenses for existing assets401

Question: Are the creators or original owners of assets (e.g., code, data, models), used in402

the paper, properly credited and are the license and terms of use explicitly mentioned and403

properly respected?404

Answer: [Yes]405

Justification: The data used in the study is credited with appropriate citation ([2])406

Guidelines:407

• The answer NA means that the paper does not use existing assets.408

• The authors should cite the original paper that produced the code package or dataset.409

• The authors should state which version of the asset is used and, if possible, include a410

URL.411

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.412

• For scraped data from a particular source (e.g., website), the copyright and terms of413

service of that source should be provided.414

• If assets are released, the license, copyright information, and terms of use in the415

package should be provided. For popular datasets, paperswithcode.com/datasets416

has curated licenses for some datasets. Their licensing guide can help determine the417

license of a dataset.418
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• For existing datasets that are re-packaged, both the original license and the license of419

the derived asset (if it has changed) should be provided.420

• If this information is not available online, the authors are encouraged to reach out to421

the asset’s creators.422

13. New assets423

Question: Are new assets introduced in the paper well documented and is the documentation424

provided alongside the assets?425

Answer: [Yes]426

Justification: The code used in the study has been released through GitHub repository and is427

mentioned in Section 3.1428

Guidelines:429

• The answer NA means that the paper does not release new assets.430

• Researchers should communicate the details of the dataset/code/model as part of their431

submissions via structured templates. This includes details about training, license,432

limitations, etc.433

• The paper should discuss whether and how consent was obtained from people whose434

asset is used.435

• At submission time, remember to anonymize your assets (if applicable). You can either436

create an anonymized URL or include an anonymized zip file.437

14. Crowdsourcing and research with human subjects438

Question: For crowdsourcing experiments and research with human subjects, does the paper439

include the full text of instructions given to participants and screenshots, if applicable, as440

well as details about compensation (if any)?441

Answer: [NA]442

Justification: The study involves no crowdsourcing experiments and research with human443

subjects.444

Guidelines:445

• The answer NA means that the paper does not involve crowdsourcing nor research with446

human subjects.447

• Including this information in the supplemental material is fine, but if the main contribu-448

tion of the paper involves human subjects, then as much detail as possible should be449

included in the main paper.450

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,451

or other labor should be paid at least the minimum wage in the country of the data452

collector.453

15. Institutional review board (IRB) approvals or equivalent for research with human454

subjects455

Question: Does the paper describe potential risks incurred by study participants, whether456

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)457

approvals (or an equivalent approval/review based on the requirements of your country or458

institution) were obtained?459

Answer: [NA]460

Justification: paper does not involve crowdsourcing nor research with human subjects461

Guidelines:462

• The answer NA means that the paper does not involve crowdsourcing nor research with463

human subjects.464

• Depending on the country in which research is conducted, IRB approval (or equivalent)465

may be required for any human subjects research. If you obtained IRB approval, you466

should clearly state this in the paper.467

• We recognize that the procedures for this may vary significantly between institutions468

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the469

guidelines for their institution.470
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• For initial submissions, do not include any information that would break anonymity (if471

applicable), such as the institution conducting the review.472

16. Declaration of LLM usage473

Question: Does the paper describe the usage of LLMs if it is an important, original, or474

non-standard component of the core methods in this research? Note that if the LLM is used475

only for writing, editing, or formatting purposes and does not impact the core methodology,476

scientific rigorousness, or originality of the research, declaration is not required.477

Answer: [NA]478

Justification: The LLM was used for editing the initial content written by authors.479

Guidelines:480

• The answer NA means that the core method development in this research does not481

involve LLMs as any important, original, or non-standard components.482

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)483

for what should or should not be described.484
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