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Abstract

In the era of artificial intelligence (Al), pedestrian privacy is increasingly at risk.
In research areas such as autonomous driving, computer vision, and surveillance,
large datasets are often collected in public spaces, capturing pedestrians without
consent or anonymization. These datasets are used to train systems that can identify,
track, and analyze individuals, often without their knowledge. Although various
technical methods and regional regulations have been proposed to address this
issue, existing solutions are either insufficient to protect privacy or compromise
data utility, thereby limiting their effectiveness for research. In this paper, we argue
that more effort is needed to protect pedestrian privacy in the era of AI while
maintaining data utility. We call on the Al and computer vision communities to
take pedestrian privacy seriously and to rethink how pedestrian data are collected
and anonymized. Collaboration with experts in law and ethics will also be essential
for the responsible development of AI. Without stronger action, it will become
increasingly difficult for individuals to protect their privacy, and public trust in Al
may decline.

1 Introduction

In the era of Al, large amounts of data are collected and used to train deep learning models for
various applications. Pedestrians in public or semi-public spaces such as streets, parks, or campuses
are frequently recorded by cameras. In some research and commercial projects, additional sensors
such as LiDARs, thermal cameras, or event cameras are also used to capture pedestrian data, often
without the individuals’ awareness. These recordings are then analyzed by neural networks and stored
in datasets for Al training and deployment. For example, video data is widely used in pedestrian
crossing prediction |Zhang et al.| [2022b]], Chen et al.|[2025b], trajectory forecasting Yao et al.|[2024]],
Chen et al.|[2025a], object tracking Wang et al.| [2025]],[Wu et al.| [2024]], and various benchmarks
Hind et al.|[2024], [Fu et al.|[2025]].

However, many public datasets do not sufficiently address pedestrian privacy. Faces and other
personal details are often clearly visible, and some datasets do not mention ethics approval or describe
any privacy protection measures. As shown in Fig. [T} pedestrians are not anonymized in many
datasets used to train Al models for various tasks. These datasets are publicly available and have
been widely used and cited in research, meaning that identifiable individuals can be easily viewed by
anyone. Sharing personal information in this way raises serious privacy concerns.

In addition to existing datasets, real-world Al systems that rely on sensors such as cameras, LiDARSs,
thermal sensors, and event cameras continuously collect and analyze pedestrian data in public spaces.
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Figure 1: Pedestrian identities are often visible in datasets used for various computer vision tasks,
such as autonomous driving (PSI dataset|Chen et al.|[2021]]), pedestrian intention prediction (JAAD
[2017])), pedestrian detection (CVC-08 Alzate et al.| [2015]]), crowd counting (RGB-T
CC [2021])), multi-object tracking (MOT17 Milan et al.| [2016])), and semantic segmentation
(FMB [2023a])). These datasets are publicly accessible and have been used in a large number
of papers, raising important privacy concerns for the individuals depicted. Images are taken from the
respective datasets, and some may have been cropped for clarity.

Many pedestrians are unaware that they are being recorded or analyzed, and they are not given the
opportunity to consent or opt out. This issue deserves more attention from the research community.

To protect privacy, certain rules must be followed in some countries or regions, such as the GDPR in
Europe [Voigt and Von dem Bussche| [2017]. Many universities in Europe, including those in the UK,
require a strict ethics approval process to ensure that the privacy of individuals, such as pedestrians in
public spaces, is respected. However, since it is often infeasible to obtain explicit consent from every
pedestrian in public settings, establishing strong default privacy protections remains a challenge.
Moreover, the belief that face anonymization alone is sufficient should be reconsidered, given
the rapid advancement of Al systems that can identify individuals from other features such as body
shape, clothing, or gait. Additionally, although regulations exist in many regions, it is not uncommon
for companies to violate them. For example, Amazon was fined $25 million for violating children’s
privacy in 2023 [2023]. Therefore, robust pedestrian anonymization in videos is essential for
protecting privacy in Al-driven applications.

Various pedestrian anonymization methods have been proposed, such as blurring, masking, face-
swapping, and full-body anonymization. However, most of these methods significantly reduce the
utility of the anonymized data, limiting their effectiveness in practical applications. In this paper,
utility refers to whether the data remains useful for a specific task. In particular, we are concerned
with whether the anonymized data still preserves its usefulness for the target task. It should be noted
that utility is task-dependent. When discussing utility, the corresponding task should be specified, as
anonymization may affect one task while leaving another unaffected.

In this paper, we argue that more effort is needed to protect pedestrian privacy in the era of AI
while maintaining data utility. So far, the AI community has not paid sufficient attention to this
issue. If no meaningful action is taken, it will become increasingly difficult for pedestrians to protect
their privacy, leading to serious privacy risks. This, in turn, may reduce public trust in Al systems.

Position: Current methods for protecting pedestrian privacy are insufficient. More effort is
needed to achieve effective and utility-preserving privacy protection in the era of Al
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2 Limitations of existing privacy protection methods

Various methods have been used to anonymize pedestrians in images and videos. Simple techniques
such as cropping, Gaussian blurring, and masking appear in some studies, while more advanced
approaches have also been proposed. Table[T]lists several representative methods. In this section, we
discuss the general limitations of existing anonymization techniques.

Table 1: An overview of representative anonymization methods. ‘NA’ means this information is not
available form the corresponding papers.

Reference Year Face Full body Real-time Image/Video
2019 v - v Video
DeepPrivac; . u 2019 V4 NA Image
2020 va NA Image
2020 VA NA Video
. 2021 VA NA Image
ilson et al. [[2022] 2022 Vv - NA Video
DeepPrivacy 2023 - VA - Image
SG-GAN|Hukkelas et al. [2023] 2023 - 4 - Image
LDFA 2023] 2023 v - NA Image
2023 V4 NA Image
2004 |/ - - Video
2024 - v/ NA Video

2.1 Traditional anonymization methods

It is common to use masking or blurring to anonymize videos or images, as seen in some map or

street-view services. Some public datasets also contain images where faces are blurred (Grauman et al |
[2022]), as shown in Fig. 2] (a). However, this approach is not sufficient. Traditional anonymization

methods can reduce the utility of videos for downstream tasks [Lee and You| [2024], i.e., make the

anonymized dataset less useful for specific tasks. Moreover, face anonymization alone is inadequate,
as will be discussed in detail in Section[2.3] Additionally, with the rapid progress in low-level vision

tasks, traditional anonymization techniques are increasingly vulnerable to reversal using methods

such as denoising[Wu and Gao| [2021]], [[lesanmi and Tlesanmi| [2021]}, [Elad et al/ [2023]], deblurring

Zhang et al|[2022a]], Xiang et al.| [2024], and inpainting Jam et al.| [2021]], Zhang et al.| [2023],
etal[[2023].

Source/ MegaFS StyleFusion HiRes E4S
Target

(b)

Figure 2: (a) Sample images from the Ego4D dataset|Grauman et al. [2022], which uses pixelation or
blurring to anonymize pedestrians and protect their privacy. However, these traditional methods often
distort facial regions and remove important cues, such as head pose direction, that could be useful
for model training. (b) Existing StyleGAN-based face-swapping methods [Zhu et al.| [2021], [Kafri
let al.| [2021]), Xu et al|[2022]], [Liu et al.| [2023b]] perform well when high-resolution target faces are
available. However, in real-world settings, such as those involving cameras on robots or autonomous
vehicles, pedestrian faces are often low-resolution, which limits the effectiveness of such techniques.

2.2 Generating fake faces or bodies

Some studies have used generative Al to generate fake faces or bodies for anonymization. For
example, Hukkelass et al. [Hukkelds and Lindseth| [2023]] generated full bodies using Generative
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Adversarial Networks (GANs), showing promise for anonymization. However, as reported in Nature
Nature| [2023]], generating fake faces or bodies may cause copyright issues. It is important to ensure
that measures are taken to avoid such legal risks. Meanwhile, most existing anonymization efforts
primarily emphasize model architectures and pipeline design, but offer limited theoretical analysis
and formal privacy guarantees to rigorously quantify disclosure risk. Furthermore, most generative
models are designed to operate on individual frames without temporal awareness, which leads to a
lack of temporal consistency. As a result, the appearance of a generated face or body may fluctuate
across consecutive frames, causing unnatural motion artifacts. This inconsistency reduces the visual
coherence of pedestrian action, reducing the utility of the anonymized data in downstream tasks.
Moreover, uncontrollable generative process may raise serious ethical concerns. For example, if a
system unintentionally generates faces or bodies that resemble individuals from specific religions or
ethnic groups, it may lead to unintended identity implications or cultural misrepresentation.

2.3 Face anonymization

Most studies have focused on face anonymization, with face swapping-based anonymization being
one of the most commonly used techniques. For example, Mahajan et al. Mahajan et al.| [2017]]
developed a face swapping application for privacy protection. Wilson et al. Wilson et al.| [2022]
proposed a method to protect patient privacy via face swapping, but it was designed for close-up
medical images and is not suitable for pedestrians captured by vehicle-mounted cameras. In general,
most existing methods are designed for high-resolution and near-distance face images, as shown in
Fig.[2](b). Additionally, they often have face detection before face anonymization, which means their
anonymization effectiveness is highly dependent on the accuracy and robustness of the face detector.

In addition to the limitations discussed above, face anonymization methods often fail to generalize
to full-body scenarios, which are common in real-world settings such as autonomous driving and
surveillance. For example, DeepPrivacy [Hukkelas et al.| [2019]] and LDFA Klemp et al.| [2023]
perform well on face anonymization but do not extend effectively to full-body cases. This raises a
broader concern: pedestrians can still be identified through non-facial visual cues. In many real-world
cases, a person can still be identified through their overall appearance, such as clothing style and
body shape. For example, if another camera records the same person without anonymization, it is
possible to match the clothing and figure across videos, even if the face is hidden in one of them.
Full-body anonymization can better protect privacy by hiding more identifying features. We therefore
argue that full-body anonymization is necessary.

2.4 Full-body anonymization

In recent years, several full-body anonymization methods have been proposed Hukkelas et al.|[2023],
Hukkelas and Lindseth| [2023]], Maximov et al. [2024]]. These methods typically combine generative
models with pedestrian segmentation techniques. However, they still face important technical
limitations. First, for video data, these methods often fail to maintain temporal consistency, resulting
in flickering or unstable appearance across frames. Second, they frequently do not preserve key
pedestrian attributes such as age and gender, making the generated appearances somewhat random
and less useful for downstream tasks. Moreover, even if full-body anonymization is achieved, gait
patterns may still reveal individual identity. We therefore argue that gait anonymization is also
necessary [Hirose et al.|[2022].

3 Whatis a good pedestrian privacy protection method?

A good privacy protection method should meet several key requirements. For example, Zhao et
al. Zhao et al.| [2024]] suggest that such a method must effectively conceal pedestrian identity. In
addition, the anonymized data should remain useful for downstream tasks. Based on these criteria
and our review of related work, we summarize our view on the essential qualities of good pedestrian
privacy protection in the box below.
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Our opinion: What is a good pedestrian anonymization method?
* Can protect privacy for multiple pedestrians
* Do not significantly reduce the utility of anonymized data
* The anonymized video should be consistent and smooth temporally

e Resistance to model attack
|\ J

As mentioned in Section [T} utility here refers to whether the data remains useful for a specific task. In
practice, it is both important and challenging to evaluate the utility of anonymized data. The design
of utility metrics is application-dependent because anonymized datasets may affect one task but not
another. For example, in our previous work |[Zhao et al.|[2024], we evaluated utility with several
metrics, such as face detection and attribute reusability.

4 Alternative Views
In this section, we discuss some alternative views and then emphasize our perspectives.

4.1 Face anonymization is sufficient to protect pedestrian privacy

As mentioned earlier, many studies focus solely on face anonymization, with the underlying assump-
tion that it is sufficient for protecting pedestrian privacy. In some cases, researchers have released
datasets where only the face is masked or blurred.

Our perspective. We emphasize that face anonymization alone is not sufficient. This is because
other visual features, such as body shape and gait, can also reveal identity, as demonstrated by
pedestrian re-identification methods |Ye et al.|[2021] and gait recognition models |Sepas-Moghaddam
and Etemad|[2022].

4.2 Anonymization reduces utility significantly

Some researchers argue that anonymization reduces utility. This is partly correct, but our opinion
is that utility-preserving anonymization is possible and necessary. For instance, in our previous
work [Zhao et al.|[2024], we show that the face detection performance based on anonymized images is
only slightly worse than that of using original images. Specifically, in the experimental results, 99.5%
faces remain detectable after their anonymization. This means that by using a proper anonymization
method, it is possible to minimize the effect of anonymization on utility.

Our perspective. Utility-preserving anonymization is possible and necessary. We believe it
should be treated as a key research direction in pedestrian privacy protection.

4.3 Using generative Al to generate fake images and videos does not have copyright issues

Generative Al has been widely used to create synthetic images and videos. Due to its ability to
produce high-quality content, some researchers have adopted generative models for privacy protection,
for example by generating fake faces or bodies. Typical examples include DeepPrivacy Hukkelas
et al. [2019] and DeepPrivacy2 |Hukkelas and Lindseth| [[2023]]. However, since many pre-trained
generative models are trained on datasets that may include unlicensed or copyrighted materials, the
outputs they produce could also raise copyright concerns.

Our perspective. We argue that using synthetic images generated by generative models, especially
pre-trained ones, may cause copyright issues. This risk should not be overlooked when applying
generative Al for anonymization.

4.4 Federated Learning is sufficient for privacy protection

Federated learning [Kairouz et al.|[2021]] is often considered a promising solution to privacy concerns,
as it allows model training without directly sharing raw data|Andrew et al.|[2024]]. However, it also
faces several limitations [Bak et al.|[2024]. A key limitation is that it only begins after data collection.
If privacy is not considered at the data collection stage, sensitive information, such as faces, body



shapes, or movement patterns, may already be captured and stored, even without being shared with a
central server. This creates potential risks of leakage or misuse before any federated training takes
place.

Our perspective. Federated learning alone is not sufficient to protect pedestrian privacy. To truly
protect pedestrian privacy, we need to incorporate privacy-preserving strategies at every stage of the
Al pipeline, including data collection, storage, and model training.

5 Challenges in pedestrian anonymization

5.1 Real-time performance

An advanced anonymization method is usually time-consuming. For example, the several methods
mentioned earlier, such as DeepPrivacy2 [Hukkelas and Lindseth| [2023]] and SG-GAN [Hukkels et al |
[2023]], cannot meet the real-time requirement. Moreover, when a method aims to preserve utility
while protecting privacy, the method is usually more time-consuming because more modules are

needed in the method. A typical example is the 3PFS proposed by Zhao et al. [2024]],
where several seconds are needed to anonymize a single image.

5.2 Scaling to many pedestrians

Most methods are designed for handling one or several pedestrians. However, these methods may
not be able to scale up to images with many pedestrians. When there are many pedestrians in one
image, occlusion will become a significant issue. This will significantly affect the anonymization
performance of existing deep learning-based pedestrian anonymization methods. Moreover, for those
methods that require a detection or segmentation step prior to anonymization [Zhao et al.| [2024]],
crowded scenes also pose a significant challenge to the detectors and segmentation models.

5.3 Temporal consistency in anonymized videos

Another challenge in video anonymization lies in achieving strong temporal consistency. SG-GAN
Hukkelas et al.[[2023]] is a representative approach method. However, the temporal consistency of its
anonymized videos is limited, as shown in Fig.[3] In contrast, a temporally consistent anonymized
video better aligns with the temporal coherence of human behavior, thereby preserving visual
naturalness. This consistency also enhances the reliability of the anonymized data in downstream
tasks such as pedestrian tracking and action recognition. Moreover, maintaining temporal consistency
for both the face and body is essential. Facial consistency ensures stable facial attributes such as eye
direction and head pose, while body consistency preserves coherent actions and overall appearance.
Consistency in both the face and body is critical for downstream tasks such as pedestrian crossing
intention prediction and age or gender recognition. However, existing anonymization methods often
fail to maintain such consistency over time. Therefore, ensuring temporal consistency across both
regions remains a key challenge for future anonymization research.

Figure 3: The inconsistency performance of SG-GAN Hukkelas et al.|[2023]], where the appearance

of generated faces and bodies fluctuates across consecutive frames. This temporal inconsistency
reduces the usefulness of the anonymized video for downstream computer vision tasks.

5.4 Avoid copyright and ethical issues of generative Al

The generated faces or bodies from generative Al have the risk of exposing identities present

in the training data [2023]. Since the training data of generative models may contain
unlicensed materials, there are potential copyright issues associated with the generated identities
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in generative Al-based anonymization methods. Moreover, since most generative models used in
pedestrian anonymization are uncontrollable, the generated faces or bodies used for anonymization
may unintentionally resemble individuals of specific religions or ethnicities, leading to unintended
identity implications or cultural misrepresentation. Therefore, how to avoid copyright and ethical
issues of generative Al is also a challenge that must be addressed in future pedestrian anonymization.

5.5 Consider individual difference of pedestrians

To maintain the utility of anonymized data, we usually need to replace original pedestrians with
alternative representations, which may be artificially generated by AI [Hukkelas et al.|[2019] or
obtained by swapping with real individuals|Zhao et al.|[2024]. During this process, it is important
to preserve meaningful individual differences among pedestrians, such as age and gender. These
characteristics are not only important in some downstream vision tasks but also essential for other
fields like pedestrian demographic analysis|Zhang et al.|[2020]. How to maintain these characteristics
for different pedestrians existing in the original video is a challenging problem.

5.6 Reversibility under attack

One of the key challenges for the future development of anonymization methods lies in evaluating and
mitigating the risk of reversibility under adversarial conditions. Specifically, anonymized data may
be vulnerable to reconstruction attacks. For example, when noise-based anonymization is employed,
advances in denoising algorithms can potentially recover the original data. Similarly, when more
advanced anonymization (e.g., generating fake faces or fake bodies) is employed, we also need to
consider the risk of de-anonymization or model inversion attacks, in which attackers may leverage
generative priors to reconstruct the original identity or other sensitive information.

6 Future work and call to actions

Based on our discussions, we propose several future directions for pedestrian anonymization. We call
on Al researchers and policymakers to take coordinated action and develop a comprehensive strategy
for protecting pedestrian privacy at every stage, from data collection to model deployment.

6.1 Technical Development

We believe a key technical direction in pedestrian privacy protection is to develop utility-preserving
anonymization methods that ensure downstream task performance (e.g., detection or navigation)
while hiding pedestrian identity. We call on researchers to work on pedestrian privacy protection
from the following aspects.

6.1.1 From face anonymization to full-body anonymization and gait anonymization

As introduced earlier, face anonymization is not sufficient to protect pedestrian privacy. Therefore,
it is crucial to recognize that more research efforts should be devoted to full-body anonymization
in the future. Additionally, as gaits can be used to identify humans |[Eddine and Dugelay| [2022]],
more research efforts should also be devoted to gait anonymization. Overall, our perspective is
that pedestrian privacy protection methods will go from face anonymization to full-body
anonymization, and then go to gait anonymization, as illustrated in Fig. 4} A possible way to
achieve gait anonymization is to add noise to gait data so that the resulting motions remain similar
but no longer reveal the pedestrian’s identity.

6.1.2 Temporal consistency in anonymized videos

Most existing pedestrian anonymization methods fail to achieve temporal consistency in anonymized
videos. Improving temporal consistency will be an important research direction for pedestrian privacy
protection, as it can enhance both visual realism and data utility. Therefore, we call on researchers to
further explore this direction and push the boundaries of pedestrian privacy protection.
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Figure 4: Pedestrian privacy protection will go from face anonymization to full-body anonymization,
and then go to gait anonymization.

6.1.3 Protecting the privacy of multiple pedestrians

Another promising direction is protecting the privacy of multiple pedestrians, for example, scenes con-
taining more than 20 individuals. To the best of our knowledge, no existing pedestrian anonymization
method has demonstrated effective performance in such crowded scenarios. How to handle occlusions
and overlapping pedestrians remains an open question that deserves further research attention.

6.1.4 Avoiding demographic bias

Existing deep learning-based pedestrian anonymization methods are often trained on datasets that
may be biased toward certain demographic groups Paproki et al.[[2024], Dehdashtian et al.|[2024]].
As a result, these methods may perform better on those groups and worse on others. This bias
raises concerns about fairness in privacy protection. It remains an open challenge and calls for more
attention and action from the research community.

6.1.5 Real-time performance

There has been very limited research on deploying pedestrian anonymization modules in real-time
perception systems, particularly in recent works that rely on generative models. Existing methods
often focus on offline processing, which limits their applicability in time-sensitive scenarios. Future
research should explore the development of real-time privacy-preserving systems that can efficiently
suppress identity-revealing information in RGB images.

Our perspective. If more research efforts are devoted to real-time pedestrian anonymization, it could
become possible to collect high-quality anonymized pedestrian data directly, rather than collecting
raw data first and anonymizing it offline. This would enhance pedestrian privacy protection by
addressing potential risks from the data collection stage itself.

6.1.6 Model security

Measures should also be taken to ensure the security of anonymization models, so that they are
not vulnerable to attacks such as adversarial examples. This is another underexplored direction in
pedestrian privacy protection and deserves more attention from the research community.

6.1.7 Theoretical guarantees

Most existing pedestrian anonymization methods emphasize model and pipeline design but lack
formal theoretical analysis of privacy protection. A systematic theoretical analysis would strengthen
the interpretability and robustness of anonymization methods. For example, incorporating frameworks
with formal guarantees, such as differential privacy, could enable anonymization methods to provide
quantifiable and theoretically grounded privacy protection. Therefore, we call on researchers to
complement model and pipeline design with formal theoretical guarantees so that methods are not
only effective in practice but also provably safe, thereby advancing pedestrian privacy protection.
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6.1.8 Protecting pedestrian privacy in non-RGB and multimodal data

Most existing pedestrian anonymization methods rely on RGB images or videos. There is still
limited research on other modalities, such as thermal images and event camera data, as illustrated in
Fig.[5(a) and Fig. (b), respectively. However, these data can still pose privacy risks, as body heat
patterns or motion signatures may reveal a person’s identity through attributes such as body shape or
gait. For example, some researchers argue that thermal data cannot be used to identify individuals.
However, recent thermal-to-RGB image translation methods [Luo et al] [2022]], Wadsworth et al.
challenge this assumption, showing that identity information may still be recoverable.

Beyond single modalities, multimodal systems combining RGB with thermal or event data further
complicate privacy protection. While multimodal fusion improves perception robustness, it also
increases the diversity of captured personal information. For example, fusing RGB and thermal data
may reveal both visual appearance and body heat patterns. These multimodal privacy risks deserve
greater attention as multimodal sensing becomes increasingly common in robotics and intelligent
systems.

(a) Athermal image (b) Event camera data

Figure 5: Pedestrians captured by thermal and event cameras. These data can still pose privacy risks.
(a) A thermal image containing pedestrians (image taken from the FMB dataset Liu et al|[2023a])).
(b) Pedestrians captured by a Prophesee event camera (image taken from Moore]| [2020]).

6.2 Evaluation and benchmarks

To the best of our knowledge, there is no well-recognized benchmark in the field of pedestrian
anonymization. Zhao et al. attempted to create an anonymization benchmark based
on public datasets. However, that work focuses only on face anonymization. For full-body and gait
anonymization, benchmarks are still missing, leading to inconsistent performance evaluation across
studies. Therefore, it is important to develop standardized benchmarks and propose suitable evaluation
metrics. Moreover, when developing such benchmarks, it is necessary to establish shared datasets
and protocols for evaluating the privacy—utility trade-off in downstream tasks and the robustness of
anonymization against potential privacy attacks.

Our perspective. In addition to accuracy-based metrics, we encourage competitions in computer
vision and multimodal learning to introduce privacy scores. This would promote models that balance
task performance and privacy preservation, especially in scenarios involving human data.

6.3 Policy and Governance

6.3.1 Regulatory frameworks and governance

Because current regulations often lag behind technological developments and remain too general,
they cannot keep up with the technical details of emerging Al systems, especially those involving
multimodal data. For example, while the GDPR provides guidance on traditional RGB images,
it offers no clear rules for non-standard modalities such as thermal images or event camera data,
which are increasingly used in modern perception systems and robotics. Additionally, existing legal
definitions of personal data, which focus mainly on faces, may no longer be sufficient in the era of Al

We argue that interdisciplinary collaboration is urgently needed. Researchers should work with
policymakers to redefine and continuously evolve privacy regulations in public spaces, keeping pace
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with advances in Al These regulations should take into account new forms of identifiable information,
such as body shape and gait, and new modalities, such as thermal images and event camera data.
Moreover, privacy must be considered from the data collection stage, not just during model training
or deployment. For example, thermal images or event camera data may require specific justification
for collection.

To support these efforts, we encourage the development of standardized protocols to assess anonymiza-
tion methods and quantify privacy risks. A clear consent framework should also be established through
visible notices or designated collection zones with proper oversight. These measures can improve
transparency and public trust while reducing privacy risks and ensuring that privacy protection keeps
pace with advances in Al

6.3.2 Global ethics and policy alignment

Mitigating the inconsistencies of ethics policies across different regions and countries is a challenging
yet important task. Currently, there is no universal standard for ethics policies of pedestrian data. One
practical approach is to follow the ethics policies of the region where the dataset is collected. For
example, datasets collected in Europe should follow GDPR, while those collected in China should
follow local regulations. In the long term, the research community and policymakers need to work
together to establish shared ethical standards to ensure global consistency in privacy protection.

7 Societal Implications of Failing to Act

There could be negative effects on society in the long run if we do not take pedestrian privacy
seriously. People may feel uncomfortable walking in public if they know they are being recorded
frequently or used to train Al models. This can lead to a loss of trust in Al systems. Some groups of
people may also be more affected than others, especially those who are already underrepresented or
more vulnerable. This could make privacy protection unfair. We believe that ignoring these issues
may be harmful for both individuals and the future development of Al. Therefore, we emphasize that
pedestrian privacy should require more effort and be treated as a core part of responsible Al.

8 Conclusions

In this paper, we discussed pedestrian privacy protection in the age of AI. We showed that many
datasets include pedestrians without proper anonymization, and that current anonymization methods
are often insufficient to fully protect pedestrian privacy. We also discussed the challenges in pedestrian
anonymization and pointed out that existing policies may not fully cover new modalities of pedestrian
data, such as data collected using non-RGB sensors. Moreover, as Al systems become more capable
and pervasive, the potential risks to pedestrian privacy are increasing. The Al community must take
responsibility for protecting pedestrian privacy, as privacy is important not only for human dignity
but also for building public trust in Al. Based on our discussions, we emphasize that pedestrian
privacy needs to be protected through greater efforts in both technology and policy.

Although we mainly talk about pedestrian privacy in this paper, the privacy concerns can extend
to other domains such as patient privacy in healthcare. As Prof. Fei-Fei Li has emphasized, we
should aim for human-centered AI |Li| [2023]]. We believe privacy protection is a crucial step in
human-centered Al

We call on NeurIPS and the broader AI community to treat privacy as a core part of Al research.
To support this vision, NeurIPS and other major Al conferences can play important roles. They
can encourage the development of benchmarks to evaluate anonymization methods and promote
privacy-aware datasets and model design. In addition, they can host workshops that bring together
researchers from Al and policy to address privacy challenges. These actions will help make privacy
protection a fundamental principle of future Al research.
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