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Figure 1: Scenario demonstration of our dual DRL agents framework. The simulation DRL agent is first pre-trained from
an existing dataset (1) to mimic human cognition behaviors. The regulation DRL agent could then be trained in the virtual
environment by interacting with the simulation DRL agent (2) to learn potential time pressure control strategies for human
cognition performance augmentation. The trained regulation DRL agent is then applied on real users (3) to improve their
cognition performance using adaptive time pressure control strategies according to users’ real-time performance.

ABSTRACT
In this paper, we introduce an AI-mediated framework that can pro-
vide intelligent feedback to augment human cognition. Specifically,
we leverage deep reinforcement learning (DRL) to provide adaptive
time pressure feedback to improve user performance in a math
arithmetic task. Time pressure feedback could either improve or de-
teriorate user performance by regulating user attention and anxiety.
Adaptive time pressure feedback controlled by a DRL policy ac-
cording to users’ real-time performance could potentially solve this
trade-off problem. However, the DRL training and hyperparameter
tuning may require large amounts of data and iterative user studies.
Therefore, we propose a dual-DRL framework that trains a regula-
tion DRL agent to regulate user performance by interacting with
another simulation DRL agent that mimics user cognition behaviors
from an existing dataset. Our user study demonstrates the feasibil-
ity and effectiveness of the dual-DRL framework in augmenting
user performance, in comparison to the baseline group.
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1 INTRODUCTION
In spite of the giant leap-forward of AI technologies in the past
decade, the human cognitive ability still far eludes machine systems.
The situation will likely remain for long, since the current wave
of AI resolution heavily relies on massive data, which differs from
human cognition in principle, and is unlikely to surpass human’s
ability of generalization and logical reasoning. To fundamentally
overcome this limitation, AI can augment or even integrate with
humans, instead of a replacement [21]. One way to attain this vision
is to develop intelligent feedback to improve human cognition per-
formance. For example, by properly visualizing brain wave patterns
to human users as a neurofeedback, the users could self-regulate

https://orcid.org/0000-0002-3674-922X
https://orcid.org/0000-0001-9688-8056
https://doi.org/10.1145/3544548.3580905
https://doi.org/10.1145/3544548.3580905
https://doi.org/10.1145/3544548.3580905


CHI ’23, April 23–28, 2023, Hamburg, Germany Xu, et al.

their emotion status [26]. Such neurofeedback needs to be judi-
ciously presented, as a constant feedback may increase anxiety and
reduce cognitive performance. Recent research (e.g., AttentivU[32]
and Dan et al. [66]) proposed to adapt the feedback over time to
improve user engagement. When the system detects a drop of user
engagement, it triggers corresponding feedback to regulate users
immediately. However, this is a myopic feedback control strategy,
and may not improve the overall performance across a cognitive
process. Therefore, intelligent feedback to regulate user perfor-
mance is a general problem that still needs further research.

In this paper, we seek to answer a general question in realizing
human-AI integrated systems, i.e. can we leverage AI models to aug-
ment and improve human cognition performance, through intelligent
and continuous feedback? We explore the answers through a rep-
resentative cognitive task, i.e., math arithmetic problem solving
(Sec. 3), which is widely used in evaluation of human cognition
behaviors[20, 22, 31, 35]. We use time pressure as the feedback
modality. Time pressure, presented through a visualization of time
passing, has been proven to be effective in regulating cognition
performance[15, 41, 61]. It can increase the arousal of users[24] by
delivering a sense of urgency. However, a too strong time pressure
may distract and stress users, thus degrading their performance.
Existing research in cognitive science has demonstrated this trade-
off [61, 74], but to our knowledge, no systematic solutions have
been proposed and verified to adapt time pressure in real-time to
continuously regulate human cognition. Ideally, an adaptive algo-
rithm to control the existence of time pressure feedback according
to users’ real-time performance can attain a sweet-spot. However,
it is challenging to design such adaptation, as human cognition
behaviors are highly dynamic and, unlike machine systems, do not
follow closed-form models.

Deep reinforcement learning (DRL) may automate such closed-
loop adaptation. At a high level, improvement of user performance
will result in larger reward for a DRL agent, which encourages it to
learn the policies of adaptive time pressure that maximizes future
reward, thus improving overall user performance throughout an
entire cognitive task. However, DRL needs to be substantiated with
a massive amount of training data. Even for well-defined math
arithmetic tasks, it is infeasible to allow the DRL agent to interact
with real users online to update its model, especially considering
the slow paces of human cognitive tasks. In addition, whenever
the hyperparameters change, the DRL model has to be retrained
through a new user study. As a result, the iterative exploration of
hyperparameters, which is taken for granted in machine perception
tasks, becomes infeasible in such AI-mediated human cognitive
tasks. Moreover, the initial exploration of the DRL agent training is
usually random, which may jeopardize user performance.

To tackle these problems, we propose a dual-DRL agent. Specifi-
cally, a regulation DRL agent (Fig. 1) controls the existence of time
pressure feedback, while interacting with a simulation DRL agent
that mimics real user cognition behaviors. Specifically, in the math
arithmetic task, given specific math question and time pressure
feedback as input, the simulation DRL agent could output corre-
sponding user cognition performance, including answering accu-
racy and response time. The simulation DRL agent is pre-trained
(Fig. 1(1)) based on an existing dataset in our prior work [71]. It
serves as virtual users to train the regulation DRL agent (Fig. 1(2)),

thus overcoming the aforementioned human data crunch problem.
For each math question, the regulation DRL agent decides whether
time pressure should be delivered to virtual users according to
their past performance. It will receive more reward if virtual users’
performance gets improved. This reward design encourages the
regulation DRL agent to learn potential strategies to optimize vir-
tual users’ performance. Upon convergence, the trained model can
be used to regulate cognitive performance of real users (Fig. 1(3)).

With the dual-DRL agent design, the exploration capability of
the DRL model can be massively enhanced as the interaction steps
can be unlimited and hyperparameters can be easily iterated in the
simulation environment. In addition, the random exploration of
regulation DRL agent in the initial process no longer affects the
real users’ performance.

We have conducted an N=80 user study to evaluate the perfor-
mance of the dual-DRL agent design. Specifically, participants in
RL group received adaptive time pressure feedback controlled by
regulation DRL agent in the cognition task, whose results were
compared with another baseline group namedRandom group. The
final results demonstrate that the participants in RL group could
achieve better performance than the baseline group. Moreover, our
further analysis of individual performance change and the time
pressure trajectory demonstrate the effectiveness of the regula-
tion DRL agent, and explain how the regulation DRL agent could
augment and improve user cognition performance. We have pub-
lished the software toolset and dataset1 to encourage replication of
this study and development of more powerful models to augment
human cognition.

To summarize, the main contributions in this paper include:
• An AI-mediated interaction mechanism to augment human
cognition performance through continuous, adaptive visual
feedback.

• A dual-DRL framework to address the data inadequacy issue
in the human-in-the-loop training process. The framework
could be further extended to explore various intelligent inter-
vention/feedback to augment other human cognition tasks.

• A user study of 80 participants to demonstrate the feasibility
and effectiveness of our AI-mediated cognition augmenta-
tion framework.

2 RELATEDWORK
Our work draws inspirations from and advances the knowledge in
the following 4 categories of research.

2.1 Cognition Regulation
Cognition performance represents observable behavior in cogni-
tive tasks including logistic reasoning, decision making, problem
solving, and memorization [20, 37]. One of the common ways that
users improve cognitive performance in their daily lives is the con-
sumption of beverages such as coffee[11] and energy drinks[16],
as well as psychoactive drugs[42] to increase arousal[20]. How-
ever, the drinks and drugs may lead to health side effects if used
excessively[13, 20]. Exercise and training[64] could be a safer al-
ternative. Moreover, various real-time intervention systems have

1https://github.com/songlinxu/TimeCare
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been developed to provide real-time feedback that regulates and
improves user performance. For instance, AttentivU[33] measures
users’ attention by EEG and provides feedback to increase atten-
tion, which in turn leads to better cognition performance. Recent
advances in brain-computer interfaces also usher in innovations
in neurofeedback, which present brain wave patterns in a proper
format to help the users self-regulate their performance. For in-
stance, online auditory neurofeedback could regulate arousal and
attention in a demanding sensory-motor task[26]. Memory could
also be augmented with real-time intervention systems such as
Memory Glasses[18] and SenseCam[59]. Emotion is another impor-
tant factor in cognition performance. MoodWings[36] could mirror
users’ stress status in real-time on a wearable biofeedback device
to help users calm down during stressful tasks. EmotionCheck[19]
and BoostMeUp[20] leveraged heart rate-like haptic feedback to
regulate emotion and cognition.

Such real-time intervention systems either present users’ current
emotion status to facilitate self-regulation, or provide adaptive feed-
back according to users’ performance. The adaptive strategies are
based on simple first-order heuristics. For example, AttentivU[32]
triggers vibration feedback when the EEG sensor detects a decline
in user engagement. Such myopic strategies may not always in-
crease user engagement throughout a cognitive process, and may
instead act as a distraction. Our work presents a closed-loop in-
telligent agent that could control the visual feedback adaptively
according to the real-time user performance. It could learn the
potential strategies to optimize the feedback over a longer horizon.

2.2 Reinforcement Learning for Human
Behavior Regulation

Reinforcement learning (RL) can regulate human behaviors in an
interactive manner. It has been applied in diverse scenarios such
as education, health, and human-machine interaction. Specifically,
RL could help pacing the educational activities in the online course
according to real-time learning outcomes of students, which could
increase learning gains [6]. Liao et al. [34] developed an RL algo-
rithm which continuously learned to improve the treatment policy
embedded in the just-in-time adaptive interventions (JITAIs) as con-
text data such as step count variation collected from the user. The
algorithm delivered adaptive intervention (e.g., context-tailored ac-
tivity suggestion) on mobile devices to help users maintain healthy
behaviors. In addition, an RL agent could enable a creative work-
flow centred on human–machine interaction, such as exploring
parameter spaces in partnership with users for sound design[57].

These systems verify the feasibility of leveraging RL to regulate
human behaviors. However, RL training requires a large amount of
data, which is challenging to obtain in human-in-the-loop training.
To overcome this issue, existing work either opts for a large-scale
study involving thousands of participants [6] or a highly simplified,
less data-hungry algorithm [34, 57]. However, large-scale data col-
lection is a tedious task and does not bode well with iterative model
development, whereas a simplified RL algorithm may lose all the
power from the deep learning wave. Even if recent human-in-the-
loop RL algorithms (such as Deep COACH[3] and Deep Tamer[69])

are more data-efficient than traditional RL algorithms, the hyperpa-
rameter tuning is still an iterative process that requires repetitive
user studies.

Our framework resolves this dilemma through a dual-DRLmodel,
which first trains a simulation DRL agent to enable the generation
of unlimited data, which is in turn used to train the regulation DRL
agent for user intervention. This also enables hyperparamter tuning
without tedious iterations of user studies.

2.3 Cognition Models
Existing research in cognitive science has explored a variety of
theoretical models to simulate or predict cognition performance.
Example cognitive models include human-display interaction[14]
and computational models such as BEAST[25] and Drift-Diffusion
Model[55, 65]. Chen et al. proposed a model to capture human
performance in the credit card transaction task[14], by learning
how eye movement patterns vary in response to data presenta-
tions. Steyvers et al. introduced [65] a probabilistic computational
model to describe different user task-switching behaviors across the
lifespan[65]. In addition to building specific models for cognition
tasks such as Point-and-Click task[23, 47], RL has been used to
speed up inference with user simulators in point-and-click tasks
[40]. Inspired by the powerful feature representation and function
approximation capabilities of neural networks, deep learning-based
cognitive models have been developed to mimic human cognition
behaviors such as decision making[10, 45, 51, 52] and categoriza-
tion [7–9, 50, 60]. Notably, recurrent neural network (RNN) could
simulate the tradeoff between user response time and accuracy in
biological vision [63]. In addition, by integrating cognitive model
priors, deep learningmodels could simulate human decisionmaking
behaviors more accurately[10].

Compared with these existing models, the cognition model in
our framework leverages the recent advances of deep reinforcement
learning and integrates the cognition prior model (Drift-Diffusion
Model) to simulate user cognition behaviors in a more fine-grained
manner. Specifically, our simulation model can mimic the progres-
sive effect of external stimuli, instead of merely predicting the result
of each cognition task.

2.4 Time Pressure Feedback
Existing work has pointed out the effectiveness of time pressure
in regulating human cognition [15, 41, 61], decision making[24],
working efficiency [5], etc. For instance, by controlling ticking rate
of a virtual clock, users’ work productivity could be improved
unconsciously[5]. Although such time pressure could improve cog-
nitive performance by increasing focus[70] and arousal[24], it may
also lead to high anxiety, resulting in worse performance. In ad-
dition, different levels of time pressure may have different effects
on user behaviors. For example, for risky choice behaviors, users
under high time pressure tend to spend more time focusing on the
negative parts, but those under low time pressure prefer to observe
the positive facts[74]. Higher time pressure may also lead to ex-
cessive mental workload and deteriorated response [15]. Moreover,
high time pressure may increase cognition errors, as revealed in a
visuomotor task study [61].
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Figure 2: Details of our dual DRL agents framework design. The simulation model is first pre-trained in an existing dataset. The
simulation model architecture is composed of math answer agent, SVM models, DDM, and DRL loop, which aims to simulate
time pressure effect on user response time in a frame-level. The final output is estimated user response time according to
specific math question and time pressure feedback. The regulation DRL agent could then interact with the simulation DRL
agent to explore potential time pressure control strategies to augment user cognition performance in the virtual environment.
Finally, the trained regulation DRL agent is applied on real users to improve cognition performance with adaptive time pressure
control. Both of the regulation DRL agent and simulation DRL agent leverage the actor-critic architecture of PPO.

Therefore, time pressure feedback is a mixed blessing for human
cognition. Our framework is built on this insight, and leverages the
dual-DRL model to capture the latent factors and tradeoffs, to elicit
adaptive interventions that optimize user cognitive performance.

3 COGNITION TASK
We use math arithmetic task as a representative cognitive task to
design and validate our framework. Math arithmetic task is widely
used in evaluation of human cognition performance[20, 22, 31, 35].
As depicted in Fig. 3(a), each math question is composed of two
two-digit numbers 𝐴𝐵, 𝐶𝐷 and one one-digit number 𝐸 in each
trial, which is formatted as: 𝐴𝐵 ≡ 𝐶𝐷 ( mod 𝐸 ). To solve this math
question, participants first use𝐴𝐵 to subtract𝐶𝐷 . Then they need to
judge whether the result (𝐴𝐵 −𝐶𝐷) is divisible by 𝐸. We developed
a web application to present the math problems to users one after
another. A user simply selects the "True" or "False" button on the
screen in response to each problem. We use accuracy and response
time as the cognitive performance metrics.

4 TIME PRESSURE DESIGN
We adopt time pressure as the feedback modality in our dual-DRL
framework, as its effectiveness in regulating user cognition has
been well established, particularly for tasks such as attention [15,
61], decision making[24] and productivity[5]. Time pressure could
be delivered in different forms, e.g., haptic, auditory, and visual
feedback. Here we adopt visual feedback as it can be delivered to
users more quickly and efficiently. To convey a sense of urgency
without aggravating the cognitive workload, and in particular to
keep users from focusing too much on the exact time, we present to
users a simple progress bar instead of a clock as the visual feedback,
along with the math problem. The progress bar adds one unit per

second (Fig. 3(a)). It resets after 5 seconds and starts increment
again afterwards. In this way, users will only receive a sense of
urgency due to time passage, but will not focus on the exact time.

5 DUAL-DRL AGENT FRAMEWORK
The overarching goal of our framework is to train a regulation DRL
agent that controls the existence of time pressure feedback during
each trial, i.e., each process where a math question is presented and
then answered by the user. This regulation DRL agent is first trained
in a simulation environment, which mimics cognition behaviors of
real users. Then the trained regulation DRL agent is directly applied
to regulate real users in real-time.

In our framework, the simulation environment is actually an-
other DRL agent (i.e., the simulation DRL agent), which learns to
mimic real user behaviors based on an existing dataset. Given a
specific math question, trial number and feedback pattern as input,
the simulation DRL agent will output the corresponding answer and
response time, just like what real users will do in the cognition task. In
this way, the regulation DRL agent could always interact with the
simulation DRL agent to explore potential time pressure control
strategies to regulate user cognition performance. The online train-
ing data is unlimited to ensure the convergence of regulation DRL
agent. We could also fine-tune the hyperparameters of regulation
DRL agent and apply them into the new round of interaction with
the simulation DRL agent. In addition, the random exploration of
regulation DRL agent in the initial training stage will only happen
in the simulation environment instead of real users. Upon con-
vergence, the trained regulation DRL agent could be applied into
real-world scenarios. In what follows, we elaborate on the archi-
tecture details of both simulation DRL agent and regulation DRL
agent, respectively.
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Figure 3: (a). User interface in our study setting. The math question is shown in the center of the screen. The time pressure
feedback (progress bar) is delivered on top of the math question, which increases one unit per second and will reset after 5
seconds. (b,c). User interface where participants are asked to rate their current attention (b)/ anxiety (c) status.

5.1 Simulation DRL Agent
The model architecture of the simulation DRL agent follows the
design of our recent work [71]. We thus only briefly summarize
the design to avoid redundancy. Before modeling the effect of time
pressure, we first need to model users’ basic cognition performance
without time pressure, which is achieved by an LSTM (Long Short-
Term Memory)-based math answer agent and an SVM (Support
Vector Machine) model (Fig. 2). The math answer agent is trained to
answer math questions correctly instead of predicting user perfor-
mance. By doing so, the math answer agent could extract potential
features, in the form of intermediate output (Fig. 2), which reflect
user performance change across different math questions. These
features are then fed into an SVM model to predict a user’s basic
performance (both accuracy and response time).

Then, in order to simulate the effect of time pressure on user
performance in a fine-grained manner, we segment cognition pro-
cess into steps. For each step, the corresponding image frame of
time pressure feedback as well as encoded math questions are fed
into a DRL loop to simulate the effect of time pressure on user
performance. The final output is a prediction of user response time.
Note that one frame represents the corresponding time pressure
visual image during one step. Each math trial is segmented into
steps with frequency 𝑓 = 5 Hz. For instance, if user response time
for one trial is 5 seconds, then the math trial comprises 25 steps. The
selection of different frequency values has been discussed in [71].
Such segmentation affords a more fine-grained model to simulate
the effect of time pressure.

Note that here the DRL agent only simulates user response time
under time pressure; whereas the response accuracy is predicted
directly from the SVM models. The reason is that users’ speed-
accuracy performance is usually biased by the instruction [47, 73].
In our experiments, the participants are asked to take accuracy as
priority and then answer questions as soon as possible. As a result, user
accuracy will not be affected by time pressure significantly. Therefore,
we only use the DRL agent to simulate the effect of time pressure
on users’ response time instead of accuracy.

5.1.1 Math Answer Agent. The math answer agent is a sequence-
to-sequence model based on LSTM, which is trained to predict math
question answers. We first use sequence encoding to encode each
math question string into a sequence vector. The sequence vector

is then fed into LSTM layer (256 neurons in the hidden unit), which
is then connected with 17 neurons with the softmax activation
function. Finally, the neuron with the highest probability is the final
output answer. We use Keras[17] to implement the math answer
agent model (loss function: categorical cross entropy, optimizer:
Adam, learning rate: 0.001).

5.1.2 SVM Model: Predicting Baseline Performance. The SVM mod-
els take the features captured by the math answer agent and trial
number as input, and predict user’s choice and response time with-
out time pressure. We use an SVM classifier (SVC) and regressor
(SVR) to predict user choice 𝑅𝑐 and response time 𝑅𝑡 , respectively.
The SVM models are implemented with scikit-learn[49], where we
use default regularization parameter, kernel, and other parameters
for both SVC and SVR. The SVC not only predicts user choice but
also outputs the probability 𝑅𝑝 for each possible choice.

5.1.3 Drift-Diffusion Model and DRL Agent. Our simulation DRL
agent relies on a widely-used cognition model, i.e. Drift-Diffusion
Model (DDM) [27] to mimic user cognition performance. DDM
assumes that users make selection by accumulating evidence for
each choice and the final selection is made when the evidence
accumulator passes a boundary threshold [27]. Here we incorporate
the SVMmodel prediction results into DDM. Specifically, we use the
output probability of SVC as the accumulated evidence, whose start
point is 0.5. The boundary threshold is 𝑅𝑝 , which is the probability
when SVC makes the predictions. When there is no time pressure,
the evidence accumulator will increase from start point to boundary
threshold ideally. However, when time pressure is delivered to users,
the trajectory of evidence accumulator will change and the evidence
accumulator may achieve the boundary threshold earlier or later
than before, resulting in the new response time of users.

We incorporate a DRL agent to simulate this effect of time pres-
sure on evidence accumulation process. Specifically, we segment
the initial evidence accumulation process into steps under specific
frequency 𝑓 = 5 Hz. In each step, we leverage the DRL agent to
simulate the effect of corresponding frame of time pressure visual
feedback on evidence accumulation process. As a result, the evi-
dence accumulator may achieve boundary threshold earlier or later
than before, which will be the final estimated user response time.
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5.1.4 Action Space. For each step 𝑡 in the evidence accumulation
process, the action (𝑎𝑡 ) of the simulation DRL agent is a continuous
numeric value normalized from −1 to 1, i.e. 𝑎𝑡 ∈ [−1, 1]. 𝑎𝑡 = 0
means that current time pressure frame has no effect on evidence
accumulator in DDM. 𝑎𝑡 ∈ [−1, 0) means the current time pressure
frame introduces negative change on the evidence accumulator,
and positive otherwise.

5.1.5 Observation Space. The observation space (State: 𝑆𝑡 = (𝑚𝑡 , 𝑝𝑡 ))
of the simulation DRL agent is composed of both math question
information and dynamic time pressure visual stimuli. Similar to
the math answer agent, for each math trial, the math question in-
formation is encoded as a sequence vector (𝑚𝑡 ) in the observation
space. In accordance to the segmentation of evidence accumulation
process, the dynamic time pressure visual stimuli is also segmented
into frames just like what users will receive in the study. Given
frame rate 𝑓 , for each frame 𝑡 , we could obtain the specific image
𝑝𝑡 of time pressure visual stimuli for input in the observation space,
which will be extracted into specific features from the default CNN
feature extractor in Stable Baselines3 [54].

5.1.6 Terminal State. The terminal state is achieved if the evidence
accumulator achieves boundary threshold (𝑅𝑝 ) or the DRL agent
achieves maximum steps in one episode. Here each episode is com-
posed of several steps. When the DRL agent achieves the terminal
state, one episode ends and a new episode will start. In this sim-
ulation DRL agent, one episode is the same as one math trial. We
set the maximum response time 𝑅𝑇𝑚𝑎𝑥 to be 10 seconds. So the
maximum step number 𝑆𝑁 = 𝑅𝑇𝑚𝑎𝑥 × 𝑓 = 10 × 5 = 50 steps. If the
evidence accumulator achieves boundary threshold 𝑅𝑝 when DRL
agent takes 𝑆𝑛 steps (𝑆𝑛 < 𝑆𝑁 ), then the new predicted response
time is 𝑅𝑟𝑙 = 𝑆𝑛/𝑓 .

5.1.7 Reward Function Design. For each step during an episode,
the simulation DRL agent only gets reward in the terminal state.
The reward is 0 for other situations. The reward function aims to
encourage the simulation DRL agent to mimic real user response
time better than the SVM models. Therefore, the reward function
in terminal state can be denoted as:

𝑟 =

{
|𝐸𝑟𝑙 − 𝐸𝑠𝑣𝑚 |/𝐸𝑠𝑣𝑚 + 𝑃∗, 𝐸𝑟𝑙 < 𝐸𝑠𝑣𝑚

0, 𝐸𝑟𝑙 ≥ 𝐸𝑠𝑣𝑚
(1)

where 𝐸𝑟𝑙 and 𝐸𝑠𝑣𝑚 are estimated error rate of simulation DRL
predicted response time (𝑅𝑟𝑙 ) and SVM predicted response time
(𝑅𝑠𝑣𝑚 = 𝑅𝑡 ) compared with real response time (𝑅𝑢 ) of users re-
spectively, i.e., 𝐸𝑟𝑙 = |𝑅𝑟𝑙 − 𝑅𝑢 |/𝑅𝑢 , 𝐸𝑠𝑣𝑚 = |𝑅𝑠𝑣𝑚 − 𝑅𝑢 |/𝑅𝑢 . 𝑃∗
is the penalty caused by the terminal state. If the simulation DRL
agent’s step number exceeds the maximum step threshold 𝑆𝑁 , then
𝑃∗ = −1. Otherwise, 𝑃∗ = 0.

5.1.8 Policy Optimization Algorithm. We use Proximal Policy Opti-
mization (PPO)[56] as the learning algorithm andmultilayer percep-
tron (MLP) to be the policy for agent training. PPO is an actor-critic
algorithm that is based on a policy gradient method. The actor
network aims to maximize the loss function below:

𝐿(𝜃 ) = E𝑡 [min( 𝜋𝜃 (𝑎 |𝑠)
𝜋𝜃𝑜𝑙𝑑 (𝑎 |𝑠)

𝐴(𝑠, 𝑎), 𝑐𝑙𝑖𝑝 ( 𝜋𝜃 (𝑎 |𝑠)
𝜋𝜃𝑜𝑙𝑑 (𝑎 |𝑠)

, 1−𝜖, 1+𝜖)𝐴(𝑠, 𝑎))]

(2)
where 𝜋𝜃 (𝑎 |𝑠) is the probability of choosing action 𝑎 given state 𝑠
and weights 𝜃 of actor network. The clipping method[56] is used
to avoid large gradient updates that may make the training process
unstable. 𝐴(𝑠, 𝑎) calculates relative benefit of choosing action 𝑎, i.e.

𝐴(𝑠𝑡 , 𝑎𝑡 ) = 𝑅(𝑠𝑡 , 𝑎𝑡 ) + 𝛾𝑉𝜙 (𝑠𝑡+1) −𝑉𝜙 (𝑠𝑡 ) (3)
where 𝛾 serves as the discounting factor to encourage the agent
to accumulate rewards faster and 𝑉𝜙 (𝑠𝑡 ) is from the critic network
given weights 𝜙 . We refer readers to [56] for more details of PPO.

5.1.9 Agent Training. The simulation DRL agent is trained in an
existing dataset collected in our previous work [71], which con-
tains 25,000 math problem trials from real users. We have trained
different simulation DRL agents that contain not only a general
model from the overall dataset but also personalized models that
are trained from specific users respectively. In this paper, we mainly
aim to provide a simulation environment that could represent gen-
eral cognition behaviors of real users to interact with the regula-
tion DRL agent. Therefore, we adopt the general model instead
of personalized models. The predicted response time in the gen-
eral model of simulation DRL agent could achieve 0.3022 of MAPE
(Mean Average Percentage Error) in the testing set and it could also
capture the general trend of user response time changes, which
is depicted in[71]. Here MAPE represents the average of the ab-
solute percentage errors of predictions. Given a prediction array
𝑦𝑖 (0 < 𝑖 ≤ 𝑛) and a label array 𝑦𝑖 (0 < 𝑖 ≤ 𝑛), MAPE is calculated
as𝑀𝐴𝑃𝐸 = 1

𝑛

∑𝑛
𝑖=1 |

�̂�𝑖−𝑦𝑖
𝑦𝑖

|.

5.2 Regulation DRL Agent
Unlike the simulation DRL agent that aims to mimic user cognition
behaviors, the regulation DRL agent aims to control the existence of
time pressure to regulate user cognition performance according to
users’ real-time cognition results. Users (either a real user or virtual
one from the simulation DRL agent) will serve as the environment
that interacts with the regulation DRL agent. For each math trial,
users produce certain answers which, along with response time,
will be passed to the observation space of the regulation DRL agent.
According to the past user cognition results, the regulation DRL
agent will decide whether the time pressure feedback should be
delivered to users in order to maximize the overall user cognition
performance. We now provide more details below.

5.2.1 Action Space. The regulation DRL agent controls the ex-
istence of time pressure feedback in each trial to regulate user
performance. Therefore, for each step 𝑖 , the regulation DRL agent
takes binary action (𝑎𝑖 ∈ {0, 1}) during each trial. If 𝑎𝑖 = 1, the time
pressure feedback will be delivered to users in the current trial, and
no feedback otherwise. Note that each step here corresponds to
one math trial, which is different from the definition of step in the
simulation DRL agent. The reason is that the simulation DRL agent
aims to simulate the progressive effect of time pressure on user cog-
nition performance by segmenting user cognition process of each
trial into steps. Therefore, each step of the simulation DRL agent
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Figure 4: An illustration for our study design.

corresponds to each frame of time pressure feedback. However, the
regulation DRL agent aims to control the existence of time pressure
during each trial to regulate user performance. Therefore, each step
of the regulation DRL agent is one math trial.

5.2.2 Observation Space. As depicted in Sec. 5.1, our study settings
require participants to take accuracy as priority. As a result, user
accuracy will not be significantly affected by time pressure and
response time is mainly used to reflect user performance. There-
fore, the regulation DRL agent will mainly care about user response
time. Specifically, the state of regulation DRL agent is denoted as
𝑆𝑖 = (𝑅, 𝑅𝑏𝑢𝑓 𝑓 𝑒𝑟 ), where 𝑅 is the overall average response time of
users which will update continuously as the trials proceed. Addi-
tionally, 𝑅𝑏𝑢𝑓 𝑓 𝑒𝑟 represents user response time of the most recent
10 trials, i.e.,𝑅𝑏𝑢𝑓 𝑓 𝑒𝑟 = [𝑅1, 𝑅2, · · · , 𝑅10], which is also updated con-
tinuously. This design ensures the regulation DRL agent could be
both far-sighted to optimize the long-term average of user response
time, and sensitive enough to boost the immediate response.

5.2.3 Terminal State. Terminal state happens when the regulation
DRL agent achieves maximum steps in one episode. In order to
simulate real user studies, we set the maximum step number 𝑁
to be the same as the number of all trials for each participant
in our existing dataset. When the regulation DRL agent achieves
terminal state, a new episode will begin, just like a new user study
for one participant will begin. Note that the episode here consists
of several math trials, unlike that in the simulation DRL agent. In
the regulation DRL agent, each episode could be viewed as each
user study for one participant.

5.2.4 Reward Function Design. The reward is composed of two
parts: step reward 𝑟𝑠 and end reward 𝑟𝑒 . Step reward represents
the reward that the agent will obtain during each step, i.e. each

math trial. End reward stands for the reward that the agent will get
in terminal state, i.e. one episode is finished. The reward function
aims to encourage regulation DRL agent to improve user cognition
performance (response time). Therefore, we first set user initial
response time to be 𝑅𝑖𝑛𝑖𝑡 when there is no time pressure, which is
actually obtained from existing dataset from our previous work [71].
In fact, in our investigation of model design, we found that the value
of 𝑅𝑖𝑛𝑖𝑡 will not significantly affect performance of regulation DRL
agent. Because the agent will mainly care about relative change of
user response time, instead of absolute value. We also denote user
response time at step 𝑖 to be 𝑅𝑢𝑖 . Then we have:

𝑟𝑠 = 𝑅𝑖𝑛𝑖𝑡 − 𝑅𝑢𝑖 (4)

𝑟𝑒 =

{
(Δ𝑅𝑢 − Δ𝑅∗ )/Δ𝑅∗ , 𝑖 = 𝑁

0, 𝑖 < 𝑁
(5)

where Δ𝑅𝑢 is the overall relative reduction of user response time in
total, i.e. Δ𝑅𝑢 = (𝑅𝑖𝑛𝑖𝑡 −𝑅𝑢)/𝑅𝑖𝑛𝑖𝑡 . Here 𝑅𝑢 is the average response
time in all trials that have been finished by users, which will be
updated during each step. Δ𝑅∗ is the relative reduction target that
we set for the agent. In other words, the agent will get more end
reward if overall relative reduction of user response time Δ𝑅𝑢 is
larger than the target reduction Δ𝑅∗ . We set the target reduction
Δ𝑅∗ to be 0.1054, which is obtained from the relative response time
reduction of the best group (Random group, will be introduced in
Sec. 6) in our existing dataset.

In summary, the end reward aims to encourage the agent to
achieve better improvement of user cognition performance than
that of the best baseline group in our existing dataset. The best
baseline group utilizes a random strategy to control time pressure
feedback, which will be described in Sec. 6.
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Table 1: Calculation for Relative and Absolute Evaluation Metrics. 𝑐: Control session, 𝑓 : Feedback session.

Type Metric Formula

Absolute

accuracy Δ𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑓 −𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑐

response time Δ𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒 = 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒𝑓 − 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒𝑐

attention Δ𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑓 −𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑐

anxiety Δ𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑎𝑛𝑥𝑖𝑒𝑡𝑦 = 𝐴𝑛𝑥𝑖𝑒𝑡𝑦𝑓 −𝐴𝑛𝑥𝑖𝑒𝑡𝑦𝑐

Relative

accuracy Δ𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑓 −𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑐 )/𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑐
response time Δ𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒 = (𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒𝑓 − 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒𝑐 )/𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒𝑐

attention Δ𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = (𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑓 −𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑐 )/𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑐
anxiety Δ𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑛𝑥𝑖𝑒𝑡𝑦 = (𝐴𝑛𝑥𝑖𝑒𝑡𝑦𝑓 −𝐴𝑛𝑥𝑖𝑒𝑡𝑦𝑐 )/𝐴𝑛𝑥𝑖𝑒𝑡𝑦𝑐

5.2.5 Policy Optimization Algorithm. Similar with the simulation
DRL agent, we use Proximal Policy Optimization (PPO)[56] as the
learning algorithm and multilayer perceptron (MLP) to be the pol-
icy for agent training. Both the simulation DRL agent and the
regulation DRL agent are implemented with PyTorch[48], Stable
Baselines3[54], and Gym[12].

5.2.6 Agent Training. As depicted before, we first let the regulation
DRL agent interact with the simulation DRL agent all the time
until the regulation DRL agent finally converges at approximately
50000 steps. We also test the trained regulation DRL agent in the
simulation environment. The result shows that the improvement
of user cognition performance can indeed achieve our target. A
real user study that demonstrates the superiority of the regulation
DRL agent and specific description of other baseline groups will be
introduced in Sec. 6.

6 USER STUDY
To evaluate whether the trained regulation DRL agent could ef-
fectively control the time pressure feedback and regulate human
cognition, a user study was conducted to examine how users’ per-
formance is improved under this adaptive feedback.

6.1 Participants
We recruited 80 participants (age 20.13 ± 1.86 y (mean ± SD); 36
female) from the campus of a large US public university. Participants
came from a variety of majors including engineering, computer
science, mathematics, psychology, and so on. One participant’s data
was removed due to technical issues in the study. So the effective
participant number is 79. We got approval from the local IRB office
prior to the study.

6.2 Apparatus and Task
All participants were asked to finish themath arithmetic task, which
was depicted in Fig. 3(a) and Sec. 3. We developed a web application
platform, where participants directly logged into the study through
a unique user code. The math question during each trial as well as
time pressure visual feedback was presented to participants on the
screen like Fig. 3(a). For each math trial, participants were required
to make a binary selection, as depicted in Sec. 3. The user response
time during each trial was also recorded by the system. Participants
were instructed to make the selection immediately after they had
the answer. Before the study, participants were asked to prepare
themselves and avoid potential interruptions during the study.

6.3 Study Procedure
All participants were first instructed to read and sign the consent
form of the study. The experimenter answered all the participants’
questions to make sure they understood the consent form. The
experimenter then introduced the study procedure and math arith-
metic tasks. After that, the participants would first run a first prac-
tice session (10 math trials) to get familiar with the math task where
no time pressure was provided, and the system would also tell them
whether their answers were correct or not. Participants were al-
lowed to extend this practice session if they needed to further
familiarize themselves with the task. Then the participants would
have a short rest for 10 seconds, after which they continued the sec-
ond practice session (10 trials), where no time pressure was shown
but the system would not tell them whether their answers were cor-
rect or not. Another 1 minute of rest followed the second practice
session. Finally, participants would start the last session (formal
session: 200 trials), which was composed of two test sessions (100
trials for each). One test session was the Control session, where no
feedback would happen. Another test session was the Feedback
session, where feedback would be controlled by a specific strategy.
The order of the two sessions were counter-balanced, whose details
will be described later. After each test session, participants would
fill in a short questionnaire to rate their attention and anxiety level
in a 7-point likert scale (Fig. 3(b,c)) and have a 2-min rest. It took
each participant about 20-30 minutes for the whole study. After the
study, we also had an informal interview to ask the participants
about their experience during the study.

6.4 Experimental Design
We utilized a between-subject design similar to BoostMeUp [20]. 80
participants were randomly and uniformly divided into two groups:
RL and Random group. Each group of participants would finish
twomain test sessions:Control session and Feedback session. The
order of the two sessions in the two groups was counter-balanced.
As depicted in Fig. 4, for each group, half of the participants (N=20)
first experienced the Control session and another half (N=20) first
experienced the Feedback session. By doing so, we could compare
user performance improvement from different feedback control
strategies using both relative and absolute metrics.

For RL group, each participant received adaptive time pressure
feedback, controlled by our regulation DRL agent according to their
past performance in Feedback session. No time pressure feedback
was provided in Control session.
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Figure 5: Boxplot (first row) and distribution plot (second row) of absolute delta change of accuracy (a,e), response time (b,f),
attention (c,g), anxiety (d,h) from Control session to Feedback session in two groups.

For Random group, each participant received random feedback
in Feedback session, meaning that there was 50% chance that time
pressure would happen during each math trial. No time pressure
was provided in Control session.

The study procedure was the same for both RL and Random
group. Feedback control strategy in Feedback session was the only
difference between the two groups.

This Random group serves as baseline for comparison with the
RL group. The reason is that our previous work [71] has shown
that random feedback leads to better user performance compared
with none feedback, static feedback, or even linearly-controlled
closed-loop feedback2. The reason is that users may just get used
to none/static/linear-controlled feedback over time, and may not
be regulated effectively. However, users could not anticipate when
the feedback may happen in Random group.

There were 100 math trials in both Control and Feedback ses-
sion, respectively. Too few trials may not provide enough evidence
for accurate statistics, while too many trials may make participants
too tired and bring irrelevant artifacts to the results. 100 trials are
the appropriate choice according to our pilot study. After each test
session, participants would fill in a short questionnaire to rate their
attention and anxiety level in a 7-point likert scale (Fig. 3(b,c)) and
have a 2-min rest. The 2-min rest could make sure participants re-
fresh themselves which is verified in our pilot study to avoid effect
across two sessions. Before the two test sessions, there were two
practice sessions. The first practice session (10 trials) would tell par-
ticipants whether their answers were correct, which aimed to help
them get familiar with our task. The second practice session (10
trials) would not tell participants the correctness of their answers,
which aimed to help them get familiar with the situation where

2None Feedback: no feedback is provided. Static Feedback: time pressure feedback is
provided during each trial. Linear-Controlled Closed-Loop Feedback: the existence of
time pressure feedback will be controlled in a linear closed-loop manner according to
users’ real-time performance, i.e., time pressure is cancelled when user performance
drops and activated when user performance does not drop. More details in [71].

they would not receive notification about their correctness. Because
the two formal test sessions would not tell them their correctness
as well. 10 trials are enough to let participants get familiar with our
tasks according to our pilot study. Too few trials may not make sure
that users could understand our task well, while too many trials
may let users tired and bring irrelevant artifacts to other sessions.
The whole study design and procedure is depicted in Fig. 4.

Recall that we encouraged participants to prioritize accuracy
over response time. In order to encourage participants to try their
best to perform well in the task, the compensation also varied
according to their performance. Specifically, we informed the par-
ticipants that we would first compare the average accuracy of them
and then break even by comparing the average response time after-
wards. The top 1-3, 4-9, 10-15, and 16-30 participants would receive
$70, $50, $35, $30, respectively. Other participants would receive
$20. Moreover, in order to encourage participants to take accuracy
as the priority, for each wrong answer they might made, they would
lose $1, until their final reward achieved $10. Therefore, all par-
ticipants would receive at least $10. But we used more rewards
to encourage participants to follow our instructions and take the
study seriously and carefully.

6.5 Experimental Metrics
Our study revolves 4 evaluation metrics: accuracy, response time,
attention score, and anxiety score, to capture the change of user
cognition performance and user emotion status.We calculate the av-
erage accuracy and average response time for bothControl session
and Feedback session. Then we get the delta change of accuracy
(Δ𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑐𝑜𝑛𝑡𝑟𝑜𝑙 ) and response
time (Δ𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒 = 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒𝑓 𝑒𝑒𝑑𝑏𝑎𝑐𝑘−𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒𝑐𝑜𝑛𝑡𝑟𝑜𝑙 )
from Control session to Feedback session, which are compared in
both RL and Random groups. Similar calculation method works
for attention and anxiety score.

We notice that different participants’ math problem solving abili-
ties may vary. Therefore, we decide to compare both of the relative
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Figure 6: Boxplot (first row) and distribution plot (second row) of relative delta change of accuracy (a,e), response time (b,f),
attention (c,g), anxiety (d,h) from Control session to Feedback session in two groups.

and absolute delta change of user performance and emotion status
in order to eliminate users’ individual differences and elucidate the
impact of time pressure across different groups. The absolute delta
is just calculated as above. The relative delta change is calculated
using the absolute change divided by the value in the Control ses-
sion. Finally, both relative/absolute change of accuracy, response
time, attention score and anxiety score are depicted in Table 1.

6.6 Evaluation Results
We performed a two-way between-subject ANOVA to analyze the
results and compare the effect of Groups (RL, Random group) and
Orders (Order 1: Control session first, Order 2: Feedback session
first). We removed abnormal data samples whose response time was
smaller than 0.8 seconds or larger than 10 seconds, which might
appear when participants triggered the keyboard accidentally or
got absent-minded in the study.

6.6.1 Response Time. For absolute response time delta change,
no significant effect was found for Order (𝐹1,75 = 2.476, 𝑃 = 0.12 >

0.05). However, significant effect was found for Group (𝐹1,75 =

6.309, 𝑃 = 0.014 < 0.05), i.e., RL group (mean ± SD: −0.297 ± 0.400)
v.s. Random group (mean ± SD: −0.094 ± 0.320). No significant
interaction was found between Group and Order (𝐹1,75 = 0.407, 𝑃 =

0.525 > 0.05). Fig. 5(b) also corroborates the conclusions above,
where we find that participants in RL group have larger absolute
response time reduction from Control to Feedback session, com-
pared with participants in Random group. The distribution of
absolute response time delta change in both groups is also depicted
in Fig. 5(f), where we see that more data samples distribute at the
negative response time absolute change (reduction) in RL group
compared with Random group, indicating that the regulation DRL
agent could decrease user response time better than random feed-
back in this absolute evaluation metric.

For relative response time change, no significant effect was
found for Order (𝐹1,75 = 0.678, 𝑃 = 0.413 > 0.05). However, signifi-
cant effect was found for Group (𝐹1,75 = 5.253, 𝑃 = 0.025 < 0.05),
i.e., RL group (mean ± SD: −0.053 ± 0.069) v.s. Random group
(mean ± SD: −0.011 ± 0.092). No significant interaction was found
between Group and Order (𝐹1,75 = 0.506, 𝑃 = 0.479 > 0.05). Similar
with absolute results, we find larger relative response time reduc-
tion in RL group compared with Random group in the boxplot of
Fig. 6(b) and distribution plot of Fig. 6(f).

To summarize, both absolute and relative evaluation metrics of
response time delta change support the conclusion that participants
in RL group have better cognition performance than Random
group, demonstrating the effectiveness of our regulation DRL agent
in augmenting user cognition performance.

6.6.2 Accuracy. In terms of absolute accuracy delta change, no
significant effect was found for Order (𝐹1,75 = 1.343, 𝑃 = 0.25 >

0.05), or Group (𝐹1,75 = 0.009, 𝑃 = 0.925 > 0.05). Additionally, no
significant interaction was found between Group and Order (𝐹1,75 =
0.208, 𝑃 = 0.65 > 0.05). Fig. 5(a) also confirms the conclusions,
where we see that participants in RL group have similar absolute
accuracy change, compared with participants in Random group.
The similar distribution of absolute accuracy delta change (Fig. 5(e))
also exhibits no significant difference between the two groups.

In terms of relative accuracy delta change, no significant effect
was found for Order (𝐹1,75 = 1.403, 𝑃 = 0.24 > 0.05) or Group
(𝐹1,75 = 0.076, 𝑃 = 0.783 > 0.05). Additionally, no significant in-
teraction was found between Group and Order (𝐹1,75 = 0.028, 𝑃 =

0.867 > 0.05). Similar with absolute results, we find similar rela-
tive accuracy change in both groups in the boxplot of Fig. 6(a) and
distribution plot of Fig. 6(e).

The conclusions above are reasonable because we asked partic-
ipants to always take accuracy as a priority over response time.
Therefore, the accuracy of users’ choices should be high in most
cases, whereas response time varies mainly depending on the time
pressure feedback.
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Figure 7: Bar plot for individual absolute response time in Random group (left) and RL group (right). Each bar represents one
participant in the corresponding group. The blue bar and green bar represent individual response time in Control session and
Feedback session, respectively. The bar plot is sorted according to the absolute average response time in Control session.

6.6.3 Attention. For absolute attention delta change, no signif-
icant effect was found for Group (𝐹1,75 = 0.064, 𝑃 = 0.801 >

0.05). Interestingly, significant effect was found for Order (𝐹1,75 =
16.685, 𝑃 < 0.001), i.e., Order 1: Control Session First (mean ±
SD: −0.650 ± 1.122) v.s. Order 2: Feedback Session First (mean ±
SD: 0.436 ± 1.210). No significant interaction was found between
Group and Order (𝐹1,75 = 0.397, 𝑃 = 0.530 > 0.05). Fig. 5(c,g) also
support the conclusions, showing that participants have similar
absolute attention change and distribution in both groups.

For relative attention change, no significant effect was found
for Group (𝐹1,75 = 0.241, 𝑃 = 0.625 > 0.05). However, significant
effect was found for Order (𝐹1,75 = 18.059, 𝑃 < 0.001) as well, i.e.
Order 1: Control Session First (mean ± SD: −0.125 ± 0.221) v.s.
Order 2: Feedback Session First (mean ± SD: 0.170 ± 0.370). No
significant interaction was found between Group and Order (𝐹1,75 =
0.218, 𝑃 = 0.642 > 0.05). Similarly, we also find similar relative
attention change and distribution in both groups(Fig. 6(c,g)).

The significant effect on Order is reasonable as well, since user
attention is correlated with the process of the study. For exam-
ple, user attention may decrease with time. Therefore, if Control
session goes first, user attention may drop in the later Feedback
session. However, when Feedback session goes first, user attention
may drop in the later Control session. Therefore, user attention
change is more correlated with the order of the two test sessions.

6.6.4 Anxiety. In terms of absolute anxiety change, no significant
effect was found for Order (𝐹1,75 = 0.359, 𝑃 = 0.551 > 0.05), Group
(𝐹1,75 = 1.301, 𝑃 = 0.258 > 0.05), or the interaction between Group
and Order (𝐹1,75 = 2.046, 𝑃 = 0.157 > 0.05). The similar absolute
anxiety change in Fig. 5(d) also corroborates the conclusions above.

In terms of relative anxiety delta change, no significant effect
was found for Order (𝐹1,75 = 1.135, 𝑃 = 0.29 > 0.05) or Group
(𝐹1,75 = 2.323, 𝑃 = 0.132 > 0.05) as well. Interestingly, significant
interaction was found between Group and Order (𝐹1,75 = 6.029, 𝑃 =

0.016 < 0.05). Fig. 6(d) also depicts the similar relative anxiety
change in both groups.

Although no significant differencesmanifest between two groups,
we indeed found that the majority of the anxiety level was lower
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Figure 8: Relative response time delta change from Control
session to Feedback session for individual participants in
two groups (a: RL group, b: Random group). Each bar repre-
sents one participant. According to the formula in Table. 1,
if the value < 0, it means user response time gets reduced in
Feedback session compared with Control session and user
performance gets improved. The bar plot is sorted according
to the relative response time delta change in two groups.

in RL group, compared with that in Random group, as revealed in
the distribution plot of both absolute and relative anxiety delta
change in Fig. 5(h) and Fig. 6(h).

6.7 Further Analysis
We further analyze study results and reveal potential insights to
explain how regulation DRL agent could improve user performance.

6.7.1 Individual User Performance Improvement. In our previous
analysis, we compare user performance improvement between RL
and Random group in a two-way between-subjects ANOVA. Now
wemeasure the individual differences for each participant in the two
groups so that we could have a more fine-grained understanding of
the effect of the regulation DRL agent. Fig. 7 depicts the absolute
average response time for each participant in each test session
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Figure 9: Absolute and relative delta change of accuracy (a,c)
and response time (b,d) across five blocks in two groups.

(Control, Feedback) of each group. We observe that RL-based
feedback control leads to larger reduction of response time for
more participants, compared with random feedback. In terms of
relative response time change, Fig. 8 shows the relative response
time delta change from Control session to Feedback session inRL
group and Random group, respectively. The results are calculated
using the corresponding formula for relative response time delta
change in Table. 1. We find that the RL group has larger relative
response time reduction fromControl session to Feedback session,
compared with Random group. These relative comparison results
also corroborate the conclusions in the absolute comparison results.

6.7.2 Trends of User Performance Change. In order to have a deeper
and more fine-grained understanding of user cognition perfor-
mance change, we break the 100 trials of Feedback session into 5
blocks uniformly in chronological order and investigate the change
trend of user cognition performance in both RL and Random
group. We calculate the average relative and absolute response
time/accuracy in each block. Different from our previous analysis,
here we only focus on the Feedback session. Therefore, the abso-
lute response time/accuracy directly mean the average response
time/accuracy in each block, i.e., 𝐵𝑙𝑜𝑐𝑘𝑖 (1 ≤ 𝑖 ≤ 5). For relative
response time/accuracy, we use average performance of the first
block 𝐵𝑙𝑜𝑐𝑘1 as the initial performance. In this case, the relative
accuracy/response time in other blocks 𝐵𝑙𝑜𝑐𝑘𝑖 (2 ≤ 𝑖 ≤ 5) could
be calculated by (𝐵𝑙𝑜𝑐𝑘𝑖 − 𝐵𝑙𝑜𝑐𝑘1)/𝐵𝑙𝑜𝑐𝑘1.

The absolute and relative accuracy in RL and Random groups
are depicted in Fig. 9 (a,c), respectively. No specific trend is found for
both Random and RL group. User accuracy may drop or increase
with blocks, but this change is not significant enough either, which
is also consistent with the ANOVA results. The reason is similar
with previous conclusions, i.e., we have asked participants to first
take accuracy as the priority. Therefore, user response time may
vary but accuracy will not.

In terms of response time, both absolute and relative response
time in two groups are depicted in Fig. 9 (b,d), respectively. We

could find that RL group has obvious and consistent response time
reduction, which is not found in Random group. Instead, response
time in Random group may decrease at first but increase again in
the later blocks, which does not have stable response time reduc-
tion. This phenomenon corroborates our previous conclusions and
demonstrates the superiority of RL-based time pressure feedback.

6.7.3 Visualizing the Time Pressure Feedback Trajectory. In addi-
tion to analyzing the average response time/accuracy during each
block, we also measure the proportion of trials under time pressure
feedback with respect to all trials of each block (named as feedback
percentage in each block). By doing so, we could compare and ana-
lyze the trajectory of time pressure feedback along with different
blocks in two groups, as visualized in Fig. 10.

For Random group, we could find that the feedback percentage
is always around 50% in each block. This is consistent with our
definition of random feedback, where there is 50% chance that the
time pressure feedback may happen during each trial. This is similar
across all five blocks in Random group.

For RL group, we could find that the feedback trajectory, or
the feedback percentage change trend across five blocks, is totally
different from the Random group. The feedback percentage is larger
than 50% at first in 𝐵𝑙𝑜𝑐𝑘1 and then decreases immediately in the
later blocks. However, the feedback percentage also increases slowly
from 𝐵𝑙𝑜𝑐𝑘2 to 𝐵𝑙𝑜𝑐𝑘5. This is probably due to the adaptive ability of
the regulation DRL agent. Specifically, when time pressure leads to
worse user performance, the regulation DRL agent will decrease the
proportion of time pressure feedback. However, if the time pressure
does not worsen user performance, it will be activated again to
raise users’ arousal level and regulate user cognition performance.

In summary, the trajectory of time pressure feedback also reveals
the adaptive and far-sighted ability of the regulation DRL agent to
improve the overall user cognition performance.

6.7.4 User Subjective Experience. We also examined the users’ sub-
jective experience through an informal interview after the user
study. Specifically, we asked participants about their feelings during
the study when time pressure feedback happened or disappeared.
Overall, most users admitted that the time pressure feedback in-
deed introduced pressure and conveyed a sense of urgency to them
during the task. One participant said that time pressure feedback
motivated him to answer questions faster but it also increased his
anxiety. Interestingly, although participants knew that there was no
penalty associated with the progress bar, they would still try their
best to answer the question before the progress bar achieved 100%.
This made them answer questions faster but also feel more stressed.
Both the advantages and drawbacks of time pressure feedback
from participants’ subjective experience demonstrate the necessity
to provide flexible time pressure feedback that could adaptively
control the existence of time pressure feedback according to user
real-time performance.

Additionally, although participants admitted the advantage of
time pressure to make them finish math questions faster, one partic-
ipant in Random group said that the time pressure prevented him
from focusing on the math task. Another participant also stated
that the random time pressure was not constant and would just
introduce too much distraction than anything else to him.



Augmenting Human Cognition with an AI-Mediated Intelligent Visual Feedback CHI ’23, April 23–28, 2023, Hamburg, Germany

1 2 3 4 5
Block

0.35

0.40

0.45

0.50

0.55

0.60

0.65

F
ee

db
ac

k 
P

er
ce

nt
ag

e Group
Random

RL

Figure 10: Time pressure feedback percentage in five blocks
in RL group and Random group.

However, one participant in RL group said that although the
time pressure made her lose focus and feel anxious in the beginning,
after the progress bar popped up for a few more times, she got more
accustomed to it and became less anxious in the later trials. This
may reveal the adaptability of the regulation DRL agent to control
the time pressure feedback adaptively to implicitly mitigate the
distractive artifacts compared with the random feedback strategy.

What’s more, one participant in our previous pilot study also
said that she felt more focused in the beginning so time pressure
feedback did not distract her too much. But as the study went on,
she felt tired and time pressure feedback actually introduced more
anxiety for her. This situation echoes the conclusions from the
time pressure feedback trajectory visualization in Sec. 6.7.3, where
we find that time pressure percentage drops after 𝐵𝑙𝑜𝑐𝑘1 in RL
group. We could infer that the regulation DRL agent has probably
learned that time pressure feedback may introduce more anxiety to
users compared with the beginning of the study in the simulation
environment. Therefore, in the real user study, less time pressure
feedback was provided to participants after 𝐵𝑙𝑜𝑐𝑘1.

In summary, the subjective experiences of participants also match
our conclusions from the study and demonstrate the necessity and
effectiveness of adaptive time pressure feedback controlled by the
regulation DRL agent.

7 POTENTIAL APPLICATION SCENARIOS
In this paper, we use math arithmetic task as the cognition task
and visual progress bar as the visual stimuli to investigate and
explore our AI-based human cognition augmentation framework.
Admittedly, these represent relatively simple and controlled set-
tings, which may not replicate the real-world scenarios. However,
we believe this marks an initial step towards the vision of harness-
ing AI to augment human cognition. Our approach may inspire
practical application scenarios below.

7.1 Improving Working Efficiency
Existing research has explored various technologies to improve
working efficiency. For instance, by controlling the time rate dis-
played by a virtual clock, user working productivity could be further
improved [5]. In addition, the working efficiency of people with

disabilities could be improved by applying the universal design
concept for working environment enhancement [53]. Moreover,
the recent advances of ubiquitous and mobile computing could
now support working performance prediction [39] and working
efficiency enhancement [38]. Furthermore, AI could even improve
working efficiency via adaptive guidance of farmingworks consider-
ing physical behaviors in a machine learning model[67]. Such work
demonstrates the feasibility of harnessing AI-mediated intervention
to improve working efficiency. For example, although the popular
Pomodoro Timer software [58] may increase user working produc-
tivity, it may also introduce additional burden and anxiety to users
because users could always feel the urgent sense of passing time.
Adaptive control of the Pomodoro timer may solve this problem to
allow the existence of the timer when a user is absent-minded and
hide it when a user is anxious. Similar adaptive feedback patterns
could be utilized to augment user working efficiency, which is not
limited by time pressure feedback or a Pomodoro timer.

7.2 Improving Learning Outcome
Student learning outcome could be improved by computer-based
technologies [44], interactive learning styles [43], and multiple
teaching modalities [4]. In addition, virtual communities and mo-
bile platforms could foster student engagement to achieve better
learning outcomes [46]. Furthermore, ubiquitous sensing in the
classroom [2] such as EduSense[1] and n-Gage[28] could provide
more insightful information to instructors and therefore improve
learning outcome. Similar with our framework to augment user
cognition, existing work has also demonstrated the feasibility of
leveraging reinforcement learning models to adaptively schedule
educational activities and improve student learning performance
[6]. Based on these existing exploration, we believe that it is feasi-
ble and promising to utilize a similar AI-mediated framework to
augment learning outcome via adaptive intervention control.

7.3 Adaptive Mental State Regulation
Existing biofeedback systems usually integrate sensing and feed-
back modalities to regulate user mental states. For instance, Mood-
Wings [36] could allow users to self-regulate their stress status
via mirroring users’ real-time stress state through actuated wing
motion. In addition, EmotionCheck leverages bodily signals and
false heart-beat feedback to regulate user emotion [19]. By con-
trast, BoostMeUp[20] generates personalized haptic feedback in a
different heart rate to regulate user emotion and improve cognitive
performance. False heart-rate feedback is also verified to be able
to create an interoceptive illusion of effort on users[30]. Moreover,
online neurofeedback could also regulate user arousal and therefore
improve human performance[26]. Finally, biofeedback systems like
AttentivU [33] could integrate EEG to provide adaptive interven-
tion to regulate user emotion. Such real-time intervention systems
either simply present users’ current mental states to facilitate self-
regulation, or provide adaptive but simple first-order heuristics
feedback to regulate users’ mental states. These myopic strategies
may not always improve user engagement but may act as a distrac-
tion. Based on our framework, AI-mediated intelligent strategies
could further improve the adaptation of biofeedback systems to
regulate user mental states in a far-sighted manner.
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8 DISCUSSION, LIMITATIONS, AND FUTURE
WORK

8.1 Opportunities and Challenges
In this work, we leverage the pre-trained regulation DRL agent in
simulation environment to regulate cognition performance of real
users without tailoring the model to specific users. This framework
design solves three main problems of straightforward online DRL
training in real user studies. First, it is hard to obtain adequate data
for DRL agent training in human-involved model training process.
Second, fine-tuning hyperparameters of the DRL agent may require
iterative user studies. Third, the initial exploration of DRL agent in
training process may be quite random and user performance may
get very bad if this initial training process directly happens in real
users. Existing work has also shown the effectiveness of leveraging
reinforcement learning to regulate human behaviors in various
scenarios such as education [6], human-machine interaction for
sound design [57], health monitoring and intervention [34], etc.
Our work shares similar spirit especially in the human-in-the-loop
reinforcement learning. However, our work harnesses a dual-DRL
framework to deal with the insufficient training data problem in
the human-in-the-loop training process, while others either use
a simplified algorithm [34, 57] to reduce the requirement of mass
training data or leverage existing simulation environment [6]. The
future work could focus on the exploration and comparison of these
different methodologies to tackle the problem of data insufficiency.

It is important to note that RL-based models may fail in certain
circumstances and there are still many challenges[68]. For instance,
the transfer from simulation to real environments is usually not
perfect [29], which may deteriorate the performance of RL models.
In addition, a general model may not represent all users. For exam-
ple, in our user study results, there are still few participants whose
response time is not improved by the regulation DRL agent. In
this case, a personalized model may potentially solve this problem.
Therefore , we could fine-tune the pre-trained regulation DRL agent
for each real user to further improve the cognitive performance.

8.2 Limitations of the User Study
Although we have demonstrated the feasibility of our framework,
a few constraints need to be taken into account before studying its
broader implications.

8.2.1 Study Population. Our user study recruited 80 participants
to run a between-subjects evaluation. However, a larger-scale user
study may be helpful to further verify the effectiveness of our
framework. The reason is that the participants we recruited are
mostly young people (age: around 20 years) with similar education
background (undergraduates and graduates). A larger and more
diverse group of participants may reveal new insights and findings.
In addition, we may also explore the effectiveness of the regulation
DRL agent in the long-term training of user cognition performance.

8.2.2 Baseline Group Selection. In this work, we use Random
group to compare with RL group. The reason has been clarified
in Section 6.4. However, it is possible that there might be more
advanced feedback control strategies, e.g., Deep Tamer[69] and
Deep COACH[3]. A comparison between these models and our

framework may reveal new insights. We expect the open-source of
our software/dataset can inspire the development of such models.

8.2.3 Study Results and Findings. Our user study uses a two-way
between-subjects ANOVA to demonstrate the significant differ-
ences between Random and RL group in response time change
from Control session to Feedback session. However, we did not
find statistically significant differences in user emotion change
including attention and anxiety change between the two groups,
although differences exist in the attention/anxiety score distribu-
tion. One reason may be that participants just give subjective scores
about their feelings, which may vary significantly across different
participants. Therefore, it is hard to normalize different participants’
feelings. A more standard emotion evaluation questionnaire may
have the potential to solve this problem such as the State-Trait
Anxiety Inventory (STAI) questionnaire [62]. However, such eval-
uation consists of a large number of questions, which may stress
the participants and affect the results. A better way to explore user
emotion change could be our future work.

8.3 Generalization to Different Cognition Tasks
and Feedback

As discussed in Sec. 1, the math arithmetic task and time pressure
feedback are used as example modalities to demonstrate the feasibil-
ity of our vision of augmenting human cognition using AI models.
In general, for other cognition tasks, we could similarly train a
corresponding simulation DRL agent to serve as the simulation
environment. This is feasible since existing work has demonstrated
the power of neural network models in solving many cognition
tasks[72]. Given the simulation DRL agent, we could similarly train
a regulation DRL agent to interact with the simulation environ-
ment. The trained regulation DRL agent can then be applied to
regulate real users. Although we may need to collect new datasets
for new cognition tasks to train the simulation environment, it is
also possible to directly use the pre-trained regulation DRL agent
in math arithmetic task to regulate users in other cognition tasks.
The reason is that the regulation DRL agent only takes user cogni-
tion results (response time) as observation space. It will not need
cognition task information as input. The regulation DRL agent may
capture potential correlation between time pressure feedback con-
trol and user response time regardless of the task. We leave such
generalization for future work.

In addition, our framework could also be extended to different
feedback modalities. Our current work uses visual time pressure
feedback to regulate user performance, which is also used in the
observation space of simulation DRL agent and action space of the
regulation DRL agent. For other kinds of visual feedback, we could
similarly use the corresponding visual information in the format
of image/video. The format can be updated for other feedback
modalities. For example, for auditory feedback, we could use digital
audio signals instead of image/video in the observation space of
simulation DRL agent and the action space of regulation DRL agent.

9 CONCLUSION
In this paper, we present our exploration in intelligent feedback
to augment human cognition performance by developing adaptive
time pressure visual feedback in a math arithmetic task. The control
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strategy is based on a regulation DRL agent, which is pre-trained
by interacting with another simulation DRL agent. In a user study,
we demonstrate the feasibility and effectiveness of this framework
design and provide explanation about how the regulation DRL
agent could improve user cognition performance. We also discuss
potential application scenarios, limitations, and future work to
increase the scalability of this work and make larger impact into
different research areas. We believe that our work could serve as
important groundwork for future exploration of human ability
augmentation with intelligent feedback.
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