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Abstract

Assessing prostate biopsies is crucial for the clinical management of patients with suspected
prostate cancer, but is associated with complications such as inter-observer variability.
The PANDA challenge aimed at mitigating these issues through development and rigorous
validation of image analysis algorithms for the task. In this short paper, we summarize
the key insights gained from PANDA from the viewpoints of algorithm development and
challenge organisation.

Keywords: Computational pathology, prostate cancer, Gleason grading, challenge.

1. Introduction

Assessing prostate biopsies according to the Gleason grading system suffers from consid-
erable variability between different pathologists, which in turn can lead to under- and
overtreatment of patients (Egevad et al., 2013). Artificial intelligence (AI) algorithms ap-
plied to digitally scanned biopsy specimens have shown promise for mitigating these issues
by aiding pathologists, but have been lacking validation across diverse medical settings (Kar-
tasalo et al., 2021). To accelerate the development of the next generation of AI algorithms
for this task, we organised the Prostate cancer grade assessment challenge (PANDA), hosted
on the Kaggle platform in April-July 2020, and rigorously validated the top-performing al-
gorithms across international patient cohorts (Fig. 1) (Bulten et al., 2022).
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Figure 1: PANDA participants could train algorithms on a development set and evaluate
them on a tuning set of biopsies. Top-performing algorithms were subjected to
independent multi-site validation. Figure modified from (Bulten et al., 2022)
under CC BY 4.0 (http://creativecommons.org/licenses/by/4.0/).

2. Results and Discussion

PANDA involved 12,625 whole slide images (WSI) of prostate biopsies from 6 different
sites and attracted 1010 teams from 65 countries, making it the largest competition in
histopathology by the time. The challenge setup proved efficient, resulting in the first team
achieving pathologist-level grading performance in only 10 days. Importantly, the algo-
rithms of the 15 teams who joined the validation phase of the study generalized successfully
to fully external European (n=330) and US (n=741) cohorts, demonstrating grading perfor-
mance similar to pathologists. We summarize the key takeaways from PANDA as follows:

• Algorithms should ideally be validated blinded to algorithm developers to avoid posi-
tive bias. In PANDA, Jupyter notebooks and Docker images implementing the teams’
algorithms were provided to the organisers, allowing independent replication.

• Algorithms should be validated on external data representing different patient cohorts,
laboratories and WSI scanners. In contrast to internal validation, there were marked
differences even between the top-performing PANDA algorithms on external data.

• In spite of inter-observer and geographical grading variation, reference standards by
panels of pathologists can be highly consistent even in an intercontinental setting.

• Weakly supervised training on WSI-level labels is sufficient for obtaining models with
pathologist-level performance in Gleason grading. To this end, top-ranking teams
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used multiple instance learning or a novel approach termed ”concatenate tile pooling”,
which involves passing patches from a WSI through convolutional layers, followed by
concatenation, pooling and feeding of the resulting features to a fully connected head.

• Various approaches for controlling label noise by excluding or relabeling samples auto-
matically proved highly successful. Due to the subjective nature of many pathological
assessments, label cleaning could be relevant in other tasks besides Gleason grading.

• The PANDA development set of 10,616 WSIs remains one of the largest openly avail-
able digital pathology datasets (https://panda.grand-challenge.org/) and is a poten-
tially useful resource for diverse computational pathology applications.
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