Under review as a conference paper at ICLR 2026

BALANCING THE EXPERTS: UNLOCKING LORA-MOE
FOR GRPO VIA MECHANISM-AWARE REWARDS

Anonymous authors
Paper under double-blind review

ABSTRACT

Parameter-efficient Mixture-of-Experts (MoE) architectures, such as LoRA-MoE,
enable strong and generalizable fine-tuning. However, a critical problem arises
when fine-tuning these architectures with advanced reinforcement learning al-
gorithms such as Group Relative Policy Optimization (GRPO). Traditional su-
pervised techniques, such as auxiliary losses, are incompatible with the GRPO
process, while the external task reward is blind to the internal routing mecha-
nism. This disconnect leads to routing collapse and severe underutilization of
MoE adapter parameters. To resolve this disconnect, we introduce Routing-
Optimized Group Relative Policy Optimization (RO-GRPO), a mechanism-aware
framework. It turns internal expert routing statistics collected during training into
a direct reward signal, seamlessly integrating routing supervision into the rein-
forcement fine-tuning (RFT) process. This enables effective optimization of pa-
rameter utilization and improves performance on both unimodal and multimodal
mathematical reasoning tasks, all without extra training stages. Our work provides
the first demonstration that a scalar reward in GRPO can be engineered from a
model’s own internal mechanics to explicitly guide their optimization, extending
alignment from mere behavior tuning to holistic mechanism alignment.

1 INTRODUCTION

Large language models (LLMs) have significantly advanced many artificial intelligence applica-
tions, but their large size poses challenges for practical deployment, especially regarding fine-tuning
efficiency (Han et al., 2024} Hu et al., [2021). Among parameter-efficient fine-tuning (PEFT) ap-
proaches, LORA-MOoE (Dou et al.,|2024), which combines Low-Rank Adaptation (LoRA) (Hu et al.,
2021)) with a mixture-of-experts (MoE) architecture, has emerged as a particularly promising tech-
nique (L1 et al., 2024a; Gou et al.}[2024; Mu & Lin, [2025).

However, despite its success in supervised fine-tuning (SFT) (Dou et al., [2024; [Li et al., [2024a)), ap-
plying LoRA-MOoE to reinforcement learning fine-tuning (RFT) frameworks such as Group Relative
Policy Optimization (GRPO) (Shao et al., |2024) presents a key challenge. In SFT, routing is typi-
cally guided by an auxiliary load-balancing loss (Fedus et al.| [2022; [Lewis et al.,|2021; Zoph et al.,
2022;|Dai et al.,[2022; Wang et al.,[2024). This approach is incompatible with most RFT algorithms,
which rely on a single scalar reward. Consequently, the external task reward used in GRPO is blind
to internal routing decisions (Omi et al.| 2025} [Harvey et al., |2025)). Without explicit guidance, the
routing mechanism often collapses, leading to severe expert imbalance and underutilization of the
model’s parametric capacity, which limits the effectiveness of the modular architecture.

To bridge this gap, we propose RO-GRPO (Routing-Optimized GRPO), a novel framework that
integrates routing-awareness into the RFT process through a carefully designed mechanism reward.
Our key insight is that routing statistics collected during generation, such as routing entropy and
load distribution, can be transformed into a reward signal that aligns the internal routing mechanism
with task performance (Chen et al.,|2022;/Cong et al., 2024b). Specifically, we augment the standard
task reward with two complementary components: one promoting confident routing decisions (low
entropy) and another encouraging balanced expert utilization. These routing rewards are integrated
into the GRPO objective, enabling a unified optimization process that requires no auxiliary losses or
architectural modifications (see Figure[I]for a schematic comparison).
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The main contributions of this paper are as follows:

* To our knowledge, this is the first systematic study of LoRA-MOoE architectures within the
RFT framework, identifying and addressing key challenges such as routing collapse and
expert underutilization that arise during GRPO-based training.

* We propose RO-GRPO, a novel framework that integrates routing statistics directly into
the GRPO reward function. This enables the unified optimization of both task performance
and internal routing efficiency without requiring auxiliary losses.

* Our method achieves consistent improvements over baselines (e.g., standard LoRA and
vanilla LoRA-MOoE) across all expert counts in both task performance and expert utiliza-
tion, validated across unimodal and multimodal mathematical reasoning benchmarks.

* QOur experiments provide the first empirical evidence that a scalar reward in RFT can align
not only a model’s external behavior but also its internal mechanisms, opening new avenues
for the principled alignment of complex model architectures.

2 RELATED WORK

Modular and Mixture-of-Experts PEFT. To enhance the capacity and versatility of PEFT, re-
searchers have integrated Mixture-of-Experts (MoE) principles into LoRA, creating architectures
like LoRA-MoE (Dou et al., 2024}, MixLoRA (L1 et al., 2024a)), and MoCLE (Gou et al., [2024).
These methods have shown effectiveness in reducing task interference and improving knowledge re-
tention. Beyond adapterized MoE, modern routing builds on early conditional computation and deep
MoE ideas (Cho & Bengio, 2014; |Eigen et al.||2013) and on system-scale routed Transformers such
as GShard and Switch (Lepikhin et al., [2020; |[Fedus et al., [2022). Most approaches optimize expert
routing during supervised pretraining or SFT, typically using auxiliary load-balancing objectives to
prevent expert collapse and under-utilization (Shazeer et al.| 2017} [Fedus et al.| 2022)). Alternative
balancing mechanisms include the balanced assignment of BASE Layers (Lewis et al., [2021)) and
non-parametric routing via Hash Layers (Roller et al., [2021). Training stability and routing fluctua-
tion have been studied extensively, with design guidelines in ST-MoE (Zoph et al.,|2022), two-stage
stabilized routing in StableMoE (Dai et al., 2022), and empirical analysis of expert-load dynam-
ics (Cong et al.|[2024a). However, these strategies remain predominantly designed for differentiable
supervised training; integrating comparable mechanism-aware supervision into reinforcement fine-
tuning is still underexplored.
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Figure 2: Overview of the RO-GRPO framework. A mechanism-aware reward R.que iS computed
from internal routing statistics and combined with the task reward R,s. The resulting unified reward
Riotal guides the GRPO update to jointly optimize task performance and routing efficiency.

Alignment and Optimization of LLMs. Reinforcement Learning from Human Feedback (RLHF)
has become the dominant approach for aligning large language models with human inten-
tions (Ouyang et al.,2022; [Kaufmann et al.,|2024). Proximal Policy Optimization (PPO) (Schulman
et al., 2017) and its variants, such as Direct Preference Optimization (DPO) (Rafailov et al., [2024)
and Group Relative Policy Optimization (GRPO) (Shao et al.| 2024)), have demonstrated strong
performance on complex reasoning and instruction following. These RLHF methods typically op-
timize a scalar task-based reward and do not incorporate supervision for internal mechanisms such
as expert routing. In MoE-based models, this limitation can lead to expert collapse or inefficient
parameter utilization when using RLHF directly (Fedus et al., [2022; [Harvey et al., [2025). While
auxiliary losses have been used to encourage balanced routing in supervised settings, integrating
such mechanism-aware supervision into reinforcement learning remains an open problem.

3 METHODOLOGY

In this section, we introduce RO-GRPO (Routing-Optimized Group Relative Policy Optimization),
a framework designed to optimize the internal routing of LoRA-MoE models by incorporating
mechanism-aware supervision into the reinforcement learning loop. We first review the prelimi-
naries of GRPO and LoRA-MoE, then describe the core challenge of unguided routing in RLHF,
and finally detail our proposed solution.

3.1 PRELIMINARIES: GRPO AND LORA-MOE

Group Relative Policy Optimization. GRPO (Shao et al.||2024) is a critic-free RL algorithm that
aligns an LLM policy g by maximizing the expected task reward over a dataset of prompts D. Its
objective is to maximize Eqp, y~r,(-|z) [Rrask (¥)], Where 7g is the LLM policy, D is the dataset of
prompts, and Ry, is the scalar task reward evaluating the output y.

LoRA-MOoE Architecture. A LoRA-MOoE layer modifies the output of a frozen pretrained layer.
It consists of a trainable router network and a set of E parallel LoRA experts, {(A.,B.)}Z ;.
For an input token representation h, the router first computes a gating probability vector p =
softmax(W,h), where W oy, 18 the router’s weight matrix. The final output of the layer is:

FE
hout = h+ (Zp(e | h)BeAe)h. (1)
e=1
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3.2 THE CHALLENGE: UNGUIDED MOE ROUTING

A fundamental disconnect arises when a LoORA-MoE model is fine-tuned using an RLHF algorithm
like GRPO. The optimization process is blind to the router’s decisions p, as the task reward Ry,
evaluates only the final output. This lack of explicit supervision leads to two well-documented
failure modes in MoE training (Fedus et al.| 2022):

» Expert Collapse: The router defaults to choosing a small subset of experts, leading to severe
load imbalance and wasted parametric capacity.

* Routing Indecision: The router generates high-entropy distributions (i.e., low-confidence
decisions), failing to foster expert specialization.

Our goal is to augment the RLHF objective with an internal, mechanism-aware reward signal that
directly addresses these failure modes.

3.3 RO-GRPO: MECHANISM-AWARE REWARDS

As depicted in Figure 2] our method collects internal routing statistics during policy generation.
These statistics are used to compute R;qye, Which is then combined with the primary task reward,
Rysk. This is achieved in three steps.

3.3.1 STEP 1: QUANTIFYING ROUTING EFFICIENCY.

For each generated sample, we collect the routing probability vectors from all activated LoORA-MoE
modules. Let M be the number of such modules in the model and 7" be the total number of tokens
routed during generation. We quantify routing efficiency using two metrics aggregated from these
statistics. First, we measure routing confidence using the mean Shannon entropy over all individual
token routing decisions. A lower value indicates more decisive routing. For the multiset of all T’
routing vectors {p;}7_,, define the token-wise entropy as H(p) = — Zle Pe Inpe (a small € is
added in implementation). The average entropy is

1 &
H= f;H(pn. )

Second, we measure load balance by assessing expert utilization across the M LoRA-MoE mod-
ules. For each module m € {1,..., M}, we first compute its average expert utilization vector p,,
by averaging the routing vectors of all tokens that pass through it. The final metric M is the mean
of the Mean Squared Errors (MSE) calculated for each module relative to a uniform distribution u:

I 5
W= 53 Ellon 1l g

For stable integration into the reward function, we normalize these metrics to an approximate [0, 1]
range, yielding Hyorm = H/In B, Myuorm = M/((E — 1)/E?), for use in the reward calculation.

3.3.2 STEP 2: FORMULATING THE ROUTING REWARD.

We propose two distinct strategies to transform these metrics into a scalar reward R;oye-

RO-GRPO (Smooth): Curriculum-Based Reward Scheduling. This strategy employs a curricu-
lum that initially encourages confident routing (low entropy) and then transitions to promoting load
balance (low MSE). As detailed in the Discussion section, this curriculum aligns the reward signal
with the natural training dynamics of MoE models, defining the reward as follows:

Rioute = —Wroute (wH(t) “ Hporm +WB (t) . Mnorm) 5 4)

where weights wyy (t) and wp(t) are dynamically scheduled based on training progress ¢ € [0, 1]
using a sigmoid function o (t) = He,ﬁ with steepness k and center c:

wi(t) = Ag" - (1—o(t)), (&)

wp(t) = X84 o(t). (6)
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Table 1: Performance on unimodal mathematical reasoning benchmarks. We compare task accuracy
(%), trainable parameter count (#Param), and internal routing metrics.

Unimodal Mathematical Reasoning (Qwen2.5-7B-Instruct on NuminaMath-TIR-2k)

Method \ #Experts #Param GSMS8K MATH SVAMP MGSM Entropy MSE
Base (zero-shot) ‘ - 0 87.34 70.42 91.33 53.64 - -
GRPO (LoRA) \ - 30.3M 88.48 70.38 90.67 50.00 - -

31.7M 89.39 70.36 90.00 61.75 0.640  0.020
63.4M 89.39 70.40 91.30 46.15 0.651  0.009
1269M  90.22 70.44 91.00 52.04 0.655  0.008

31.7M 91.51 70.64 91.00 62.18 0.639 0.016

2
GRPO (LoRA-MoE) 4
8
2

RO-GRPO (Smooth) 4 63.4M 90.67 70.62 92.00 52.58 0.651 0.009
8
2
4
8

1269M  90.98 69.78 92.67 52.04 0.656  0.006

31.7M 90.22 70.58 91.33 59.45 0.639 0.017
63.4M 89.76 69.88 93.33 54.58 0.651  0.008
1269M  90.52 70.18 92.67 51.96 0.655  0.007

RO-GRPO (Relative)

RO-GRPO (Relative): Relative Improvement Gating. This strategy provides a sparse, adaptive
reward based on a historical baseline, encouraging continuous self-improvement and avoids the need
to manually balance the two routing objectives. A constant positive reward C' is granted only if both
routing confidence and load balance improve simultaneously relative to their exponential moving
averages (Hnist, Mhist):

Rroutc =C I{Hnorm < 7:lhist A Mnorm < Mhist}- (7)

3.3.3 STEP 3: UNIFIED OPTIMIZATION VIA POLICY GRADIENT.

The mechanism-aware reward R, is combined with the external task reward to form the total
reward Riotal(y) = Riask(y) + Rroute(y). The computation of Ry is non-differentiable; its
gradient is propagated implicitly through the policy gradient update. In the GRPO framework,
a group of responses {y;} is sampled for each prompt and evaluated using Ry. The resulting

rewards are used to compute group-relative advantages, A;, which in turn guide the policy update.
The objective can be summarized as:

Jro-crpro(0) = E[Zi log o (yi|x) A; — B Dy || Wl'ef)} : (®)

By integrating R;oue into the advantage calculation, RO-GRPO guides the policy 7y to generate
outputs that improve task performance while also exhibiting efficient routing, all without requiring
differentiable auxiliary losses.

4 EXPERIMENTS

We experimentally validate RO-GRPO by testing three core hypotheses: (1) applying LoRA-MoE
with GRPO leads to suboptimal routing and underutilized parameters; (2) our mechanism-aware
reward framework, RO-GRPO, mitigates these routing issues; and (3) these internal improvements
translate to better task performance.

4.1 EXPERIMENTAL SETUP

Tasks and Datasets. We evaluate RO-GRPO on challenging mathematical reasoning tasks. Per-
formance on these tasks relies on precise, multi-step deduction, making it sensitive to the model’s
expert utilization and thus an ideal testbed for our approach. To demonstrate the versatility of our
method, we conduct experiments in both unimodal and multimodal settings.

For unimodal experiments, we fine-tune on NuminaMath-TIR (Li et al.| 2024b)) and evaluate on the
established benchmarks GSM8K (Cobbe et al.,2021), MATH (Hendrycks et al.,|2021), SVAMP (Pa-
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Table 2: Performance on multimodal mathematical reasoning benchmarks. We follow the same
evaluation setup as in the unimodal experiments.

Multimodal Mathematical Reasoning (Qwen2.5-VL-7B-Instruct on Geometry3k)

Method \ #Experts #Param Geo3k MathVista MathVerse WeMath Entropy MSE
Base (zero-shot) \ - 0 37.44 46.50 26.50 56.95 - -
GRPO (LoRA) \ - 303M  38.44 58.60 33.30 63.97 - -
2 31.7M  38.27 57.90 30.99 63.74 0.619  0.038
GRPO (LoRA-MoE) 4 63.4M  28.95 56.40 30.30 63.45 0.637 0.019
8 126.9M  33.11 55.00 31.78 61.49 0.649  0.012
2 31.7M 3894 58.70 30.48 66.09 0.630  0.033
RO-GRPO (Smooth) 4 63.4M  40.10 58.30 28.73 64.14 0.642 0.014
8 126.9M  38.94 58.90 27.89 64.10 0.648  0.011
2 31.7M 4193 55.80 33.30 60.98 0.624  0.036
RO-GRPO (Relative) 4 63.4M  40.27 60.20 31.29 66.26 0.645 0.013
8 126.9M  40.16 60.10 32.03 63.97 0.636  0.010

tel et al.,|2021), and MGSM (Shi et al., [2022)). For multimodal experiments, we fine-tune on Ge-
ometry3k (Lu et al.,|2021) and evaluate on its test set, alongside MathVista (Lu et al., [2024), Math-
Verse (Zhang et al.,[2024), and WeMath (Qiao et al., [2024).

Models and Baselines. We use the open-source Qwen2.5-7B-Instruct (Qwen et al., [2025) and
Qwen2.5-VL-7B-Instruct (Bai et al.| |2025) models, chosen for their strong foundational perfor-
mance in mathematical reasoning. We compare five configurations: (1) Base, the original pretrained
model evaluated in a zero-shot setting; (2) GRPO (LoRA), a standard LoRA baseline fine-tuned
with GRPO representing a typical PEFT approach; (3) GRPO (LoRA-MoE), a LoRA-MoE model
trained with GRPO using only the task reward to isolate the effect of unguided routing; (4) RO-
GRPO (Smooth), our method with the curriculum-based reward scheduling strategy (Section 3.3);
and (5) RO-GRPO (Relative), our method with the relative improvement gating strategy for the
routing reward (Section 3.3).

Evaluation Metrics. We evaluate both task performance and internal mechanism efficiency. Task
Performance is measured by accuracy (%) on the respective benchmarks. Routing Performance is
quantified by two metrics: (1) routing entropy, the average per-token Shannon entropy as formu-
lated in Eq. , indicating decision confidence; and (2) load balancing MSE, the mean squared
error between the expert utilization distribution and a uniform one as formulated in Eq. (3), indicat-
ing load balance. We report these raw, un-normalized values for direct interpretability.

Implementation Details. To ensure a fair comparison, we control for trainable-parameter budget:
the LoRA baseline uses a rank of 16, while LoORA-MoE models use E experts (E € {2,4, 8}), each
with rank of 8. For LoORA-MoE, modules are inserted into the gate, up, and down projections
of the Feed-Forward Network (FFN) in each transformer block During training, only the PEFT
parameters are updated while the base model weights remain frozen. Across all experiments, we
use a consistent system prompt for both training and evaluation to encourage step-by-step reasoning.
The overall routing reward R,y is integrated into the total reward using a global scaling coefficient
of Wroute = 0.2. Key hyperparameters for our routing strategies were determined through validation.
For the Smooth strategy, we set the initial entropy weight A¥" = 0.5 and the final balance weight
)\%‘d = 2.0. For the Relative strategy, the performance baseline was calculated over a moving
window of the 1000 most recent samples. Further details are in the Appendix.

4.2 MAIN RESULTS

As shown in Tables|[I|and 2] RO-GRPO yields consistent performance gains over vanilla GRPO with
LoRA-MOoE across all expert counts (F € {2, 4, 8}) in both unimodal and multimodal settings. The
two reward variants show complementary strengths: the Smooth strategy performs best on GSM8K
and SVAMP, while the Relative strategy excels on Geometry3k, MathVista, and WeMath.
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Figure 3: Training dynamics of routing metrics on the unimodal mathematical reasoning task. (Top)
Average routing entropy over the course of training. (Bottom) Load balancing MSE over the course
of training.
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Figure 4: Visual analysis of routing behavior improvements with RO-GRPO on the MathVista
benchmark. (a) Left Panel: Heatmaps show the routing ratio of the most frequently selected expert
for the baseline and our two RO-GRPO methods. Darker colors represent a higher selection ratio
for the dominant expert. (b) Right Panel: Heatmaps quantify the improvement in routing balance
relative to the vanilla LORA-MOoE baseline. Positive values (warmer colors) indicate a reduced rout-
ing ratio for the dominant expert, signifying a shift toward the desired 1/FE equilibrium.

Unimodal. On GSM8K, RO-GRPO (Smooth, E=2) achieves the top score of 91.51%, an im-
provement of +3.03 pp over GRPO (LoRA) and +1.29 pp over the best-performing vanilla LoRA-
MoE model (at E=8). On SVAMP, RO-GRPO (Relative, E=4) obtains 93.33%, surpassing GRPO
(LoRA) by +2.66 pp and vanilla LoRA-MOoE (at £=4) by +2.03 pp. While improvements on MATH
are modest, they are consistent at matched expert counts (e.g., 70.64% vs. 70.36% for E=2 Smooth
vs. vanilla). The largest gain on MGSM is at E=4, where RO-GRPO (Relative) achieves 54.58%,
an +8.43 pp increase over the vanilla model.

Multimodal. RO-GRPO (Relative, E=2) attains the highest Geometry3k score of 41.93%, outper-
forming vanilla LORA-MoE (E£=2) by +3.66 pp and GRPO (LoRA) by +3.49 pp. On MathVista and
WeMath, the best results are with RO-GRPO (Relative, £=4), which reaches 60.20% and 66.26%.
These scores represent gains of +1.60 pp and +2.29 pp over GRPO (LoRA), and +3.80 pp and
+2.81 pp over the best vanilla LORA-MoE model (at E=2), respectively. On MathVerse, the top
performance of 33.30% is shared by GRPO (LoRA) and RO-GRPO (Relative, £=2).
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Table 3: Ablation and causal analysis on
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Figure 5: Training dynamics of routing metrics
when the R, is set to zero.

Overall, across expert sizes, at matched E' our routing-aware training either matches or surpasses
vanilla LoORA-MoE on nearly every benchmark, with the largest margins on Geometry3k, SVAMP,
and WeMath. These results reaffirm that aligning the router with mechanism-aware rewards trans-
lates into stronger task performance.

4.3 ANALYSIS OF ROUTING MECHANISM

Unguided routing (vanilla GRPO) is brittle. At F=2 in the multimodal setting, vanilla LoRA-
MOoE appears confident (Entropy 0.619) but exhibits routing collapse (MSE 0.038). At larger E, the
raw MSE decreases (e.g., multimodal 0.019 and 0.012 for E=4 and E=8), yet accuracy does not
reliably improve and can even drop (Geometry3k score of 28.95% at E'=4), revealing instability in
the absence of mechanism-aware feedback.

RO-GRPO restores balance at matched E. Across all experimental configurations, RO-GRPO
reduces or matches the MSE of the vanilla baseline at the same E (unimodal: 0.020 —0.016/0.017,
0.009 — 0.009/0.008, 0.008 — 0.006/0.007; multimodal: 0.038 — 0.033/0.036, 0.019 —
0.014/0.013, 0.012 — 0.011/0.010), while maintaining comparable entropy. These improvements
in routing correspond to the largest accuracy gains on Geometry3k, WeMath, and SVAMP.

Routing rewards mitigate text degeneration. On Geometry3k with F=4, the vanilla GRPO
(LoRA-MoE) model exhibits repetitive-loop failures in 7.5% of generations and scores 28.95%. In
contrast, RO-GRPO (Smooth) reduces these failures to 0.17% and RO-GRPO (Relative) eliminates
them entirely, achieving accuracies of 40.10% and 40.27%, respectively.

4.4 ABLATION AND CAUSAL VERIFICATION

Ablation experiments on GSM8K confirm our approach’s integrity (Table [3).

Contribution of Reward Components. We first investigate the individual contributions of the
confidence (Rf) and balancing (Rp) rewards. As shown in Table [3] removing either component
from our best-performing model, RO-GRPO (Smooth), reduces accuracy. Specifically, removing
the balancing reward (w/o Rp) or the confidence reward (w/o Rp) reduces the GSMS8K score
from 91.51% to 90.75% and 89.92%, respectively. This dependency is more pronounced for the RO-
GRPO (Relative) variant: removing its balancing reward (w/o Rp) causes performance to drop to
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89.01%, below the vanilla baseline. These results demonstrate that the two reward components are
synergistic and critical for optimal performance.

Contribution of the Reward Signal. To ensure performance gains are driven by meaningful feed-
back, we performed a control experiment. In the Shuffled Control, we randomly permuted routing
rewards within each batch, breaking the causal link between an action and its reward. As shown in
Table |3} performance under this condition dropped significantly for both the Smooth (89.23%) and
Relative (89.28%) variants, falling to the level of the vanilla GRPO (LoRA-MoE) baseline (89.39%).
This result strongly suggests the gains from RO-GRPO are causally driven by the targeted feedback
from our reward signal, not by an artifact of the reward structure.

5 DISCUSSION

Our experiments demonstrate the empirical success of RO-GRPO across EF=2,4,8. This section
analyzes why a unified scalar reward can supervise a model’s internal router and why this becomes
more important as F/ grows. A more detailed derivation is available in Appendix [E]

The Rationale for a Curriculum-Based Reward. The Smooth curriculum is effective because
single-objective optimization is suboptimal: rewarding only low entropy degrades balance (MSE
rises), whereas rewarding only balance is initially too weak to shape specialization (Figure [5). By
first encouraging confident routing and then increasing pressure on balance, the curriculum builds
specialized experts and subsequently organizes them. This dynamic mirrors our empirical trends
at £=4,8, where mechanism-aware supervision not only improves accuracy but also suppresses
degeneration on Geometry3Kk.

A Unified View via Constrained Optimization. RO-GRPO can be read as a penalty method for
constrained policy optimization: maximize task reward subject to implicit constraints on routing en-
tropy and load balance. The total reward Ry = Riask + Rroute functions as a simplified Lagrangian,
allowing us to enforce mechanistic properties with standard policy gradients.

Grounding the Reward Components. The confidence reward, Ry, which promotes low-entropy
routing, can be understood through the Information Bottleneck (IB) principle (Tishby et al., [2000).
The IB principle states that an optimal representation should compress an input while preserving
task-relevant information. In our framework, the router’s decision acts as this bottleneck. By re-
warding low-entropy (confident) decisions, RO-GRPO incentivizes the router to learn a minimal
sufficient representation of its input. It is encouraged to discard noisy features and focus on infor-
mation predictive of task success, a process that naturally fosters expert specialization.

The balancing reward Rp directly optimizes parameter utilization. Maximizing our balancing re-
ward, which is formulated using MSE, is formally equivalent to minimizing the variance of the
expert load distribution. This ensures the reward signal provides a direct and efficient gradient for
combating routing collapse and ensuring the model leverages its full parametric capacity, a principle
established in supervised MoE training (Shazeer et al., [2017)).

6 CONCLUSION

We addressed a core limitation of applying LoORA-MoE to GRPO: the task reward is blind to routing.
RO-GRPO remedies this by transforming routing statistics into a mechanism-aware reward that
plugs into GRPO without architecture changes or extra stages. Across E=2,4, 8 and both unimodal
and multimodal math reasoning, RO-GRPO improves load balance at matched F, boosts accuracy,
and reduces text degeneration. These results indicate that reinforcement learning can align not only
external behavior but also internal mechanisms, suggesting a path toward principled alignment for
complex modular architectures.
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REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our findings, we provide a comprehensive set of resources. The
complete source code for all experiments, including model implementation, training and evaluation
scripts, is available in the supplementary material. Further details on the experimental environment,
including the specific hardware and software configurations used, are documented in Appendix
A complete list of hyperparameters for all model configurations and our routing reward strategies is
provided in Appendix [B] alongside pseudocode for our reward calculation algorithms.
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A COMPUTING INFRASTRUCTURE AND SOFTWARE

All experiments were conducted on a high-performance computing cluster. The specific hardware
and software configurations are provided to ensure full reproducibility.

Hardware: Each experiment was run on a single node equipped with 8x NVIDIA A800 (80GB
VRAM) GPUs. Each node was powered by an Intel(R) Xeon(R) Platinum 8336C CPU with 1875
GB of system RAM.

Software: The operating system was Ubuntu 20.04.6 LTS. The core software stack included:

e Python 3.10.18

* PyTorch 2.5.1 (built with CUDA 12.1)
CUDA Toolkit 12.2

» Hugging Face Transformers 4.51.0

* Hugging Face PEFT 0.14.0

e The ms-swift framework, version 3.7.0.dev0, was used for all training scripts.

B HYPERPARAMETER AND IMPLEMENTATION DETAILS

Our approach to hyperparameter selection was
designed to be both systematic and efficient.

For established components of the training Parameter Value
pipeline, such as the GRPO algorithm and the GRPO Configuration .
LoRA architecture, we adopted values from Learning Rate 1 %10~
seminal works and common practices to estab- KL Coefficient () 0.1
lish strong, competitive baselines. Our primary (B}atCh Size Promot (k 24
tuning efforts were concentrated on the novel enerations per Prompt (k)
. duced by the RO-GRPO fi Epochs (Unimodal)

parameters introduced by the RO- rame- Epochs (Multimodal) 3
work, ensuring a rigorous evaluation of our core
contributions. LoRA / LoRA-MoE Configuration

LoRA Rank (r) 16

Core Training and Architecture Parameters.
For all experiments, we used a learning rate of
1x10~° and a batch size of 64. The GRPO con-
figuration included a KL coefficient (/3) of 0.1
and sampling 8 responses per prompt (kK = 8)
for advantage estimation. For the base LoRA
architecture, we set the rank to » = 16 and al-
phato a = 32. For our LORA-MoE models, we
used £ € {2,4, 8} experts, each with a rank of
r = 8 and an alpha of a = 32, maintaining a
similar parameter budget. The training duration
was set to 1 epoch for the unimodal Numina-
Math dataset and 3 epochs for the more com-
plex multimodal Geometry3k dataset to ensure
convergence. The external task reward weight
was consistently set to 1.0.

RO-GRPO Routing Reward Parameters.
The most critical hyperparameters are those
governing the mechanism-aware routing re-
ward, R;oue. We conducted a grid search to de-
termine the optimal settings for both our adap-
tive strategies, using a held-out validation set.

LoRA-MoE Rank (r) 8 (per expert)

Number of Experts (F) {2,4,8}
LoRA Alpha (a) 32
LoRA Dropout 0.05

RO-GRPO Specific (Optimal Values)
Global Routing Weight (wroue) 0.2

Smooth Strategy
S (Entropy Weight Start) 0.5
¢ (Balance Weight End) 2.0
Sigmoid Steepness (k) 20.0
Sigmoid Center (c) 0.5

Relative Strategy
History Window Size (Shis) 1000
Reward Constant (C') 1.0

Note: Sigmoid steepness (k) controls the transi-
tion speed of the curriculum, and the center (c)
defines the transition point in terms of training
progress.

Table 4: Hyperparameters for all experiments.

For the Curriculum-Based Reward Scheduling (Smooth) strategy, we explored the key parame-
ters controlling the curriculum’s shape and intensity. The search space included the final load bal-
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ancing weight A9 € {1.0,2.0, 5.0}, the initial entropy weight A3%" € {0.5,1.0}, and the sigmoid
steepness k € {15, 20, 25}. The pseudocode for this strategy is detailed in Algorithm

For the Relative Improvement Gating (Relative) strategy, the key parameter is the
history_size, which defines the window for the moving average baseline. We searched over
values in {100, 500, 1000}. The logic for this strategy is presented in Algorithm|[1}

A separate grid search was performed for the global routing reward weight, which scales the entire
Rioute term, across the range {0.1,0.2,0.5}. Our experiments indicated that a weight of 0.2 provided
the best trade-off between improving task accuracy and optimizing routing efficiency (i.e., minimiz-
ing load balancing MSE and routing entropy). This value was used for all reported RO-GRPO
results.

The final, optimal hyperparameters selected through this process are summarized in Table ]

Algorithm 1 RO-GRPO Reward Calculation
(Relative Strategy)

Algorithm 2 RO-GRPO Reward Calculation
(Smooth Strategy)

Input: Routing statistics stats, history buffer
Bhigt

Parameters: Reward constant C, history buffer
size Shist

{Require sufficient history to establish a baseline }

if | Bhist| < Shist then
return 0
end if

{Compute metrics for the current sample}
(Moeurr, Heurr) <~ ComputeMetrics(stats)

{Compute historical average baseline }
Muist <— Average(Bhisi.mse)
Hrise <— Average(Bhist.entropy)

{Grant reward only if both metrics improve}
if Mcurr < Mhist and chrr < Hhisl then
Rroule — C
else
Rroule — O
end if

{Update the history buffer with current metrics}
Update(Bhist, (Mcurr, chrr))

return oy =0

Input: Routing statistics stat s, current step tcur,
max steps tmax

Parameters: Global weight Wroue, e€ntropy start
weight X%, balance end weight A5, sigmoid cen-
ter ¢, sigmoid steepness k

{Calculate curriculum progress and sigmoid
value}

p < tcurr/tmax

o (14 e Frme)-t

{Schedule the weights for entropy and balance }
wg +— A" (1—0)
wp A\ .o

{Compute average normalized metrics from stats }

Horm < AverageNormalizedEntropy(stats)
Muom <— AverageNormalizedMSE(stats)

{Calculate final reward (a negative penalty)}
Rroue ¢ —Wroute * (wH - Hnorm + WB - Mnorm)

return R;oye =0

C SYSTEM PrROMPT

We used a consistent system prompt for all models during both training and evaluation to encourage
step-by-step reasoning. The prompt is provided below:

A conversation between User and Assistant. The user asks a question,
and the Assistant solves it. The assistant first thinks about the
reasoning process in the mind and then provides the user with the
answer.The reasoning process and answer are enclosedwithin <think>
</think> and<answer> </answer>tags, respectively, i.e., <think>
reasoning process here</think><answer> answer here </answer>
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Aspect | Content

Problem Mary is an avid gardener. Yesterday, she received 18 new potted plants from her favorite plant nursery. She already has 2
potted plants on each of the 40 window ledges of her large country home. Feeling generous, she has decided that she will
give 1 potted plant from each ledge to friends and family tomorrow. How many potted plants will Mary remain with?
Answer:

Solution Yesterday, before receiving the plants, Mary had 2 x 40 = 80 potted plants.

After receiving an additional 18 plants, she therefore had a total of 80 4 18 = 98 potted plants.
Tomorrow, Mary’s plant giveaway will be 40 X 1 = 40 potted plants.

She will therefore remain with 98 — 40 = 58 potted plants.

Final Answer: 58

Base Output <think> First, we calculate the total number of potted plants Mary already has. Since she has 2 potted plants on each
of the 40 window ledges, the total is 2 X 40 = 80 potted plants.

Next, we determine how many potted plants she will give away. Since she plans to give 1 potted plant from each of the
40 window ledges, she will give away 1 X 40 = 40 potted plants.

Finally, we subtract the number of potted plants she gives away from the total number she originally had. So,
80 — 40 = 40.

Therefore, after giving away the potted plants, Mary will remain with 40 potted plants. </think>
<answer>40</answer>

GRPO <think> First, we calculate the total number of potted plants Mary already has. Since she has 2 potted plants on each
(LoRA- of the 40 window ledges, the total is 2 X 40 = 80 potted plants.
MoE) Out- Next, we determine how many potted plants she will give away. Since she plans to give 1 potted plant from each of the
put 40 window ledges, she will give away 1 X 40 = 40 potted plants.
Finally, we subtract the number of potted plants she gives away from the total number she originally had. So, 80 — 40 =
40.
Therefore, the number of potted plants Mary will remain with is 40. </think> <answer>
</answer>
RO-GRPO <think> First, we calculate the total number of potted plants Mary already has. Since she has 2 potted plants on each
(Smooth) of the 40 window ledges, the total is 2 X 40 = 80 potted plants.
Output Next, we consider the 18 new potted plants she received yesterday. Adding these to her existing plants gives 80418 = 98

potted plants in total.

Mary plans to give away 1 potted plant from each of the 40 window ledges. This means she will give away 40 X 1 = 40
potted plants.

To find out how many potted plants she will have left after giving some away, we subtract the number of plants given
away from the total number of plants she has: 98 — 40 = 58. </think> <answer> Mary will remain with 58 potted
plants. </answer>

RO-GRPO <think> Mary initially has 2 potted plants on each of the 40 window ledges. So, the total number of potted plants she
(Relative) has before receiving the new ones is:
Output

2 plants/ledge x 40 ledges = 80 plants
After receiving 18 new potted plants, the total number of potted plants becomes:
80 plants 4 18 plants = 98 plants

Mary plans to give away 1 potted plant from each of the 40 window ledges. Therefore, the number of plants she will give
away is:
1 plant/ledge X 40 ledges = 40 plants

Subtracting the number of plants given away from the total number of plants gives us the number of plants Mary will
remain with:
98 plants — 40 plants = 58 plants

</think> <answer> Mary will remain with potted plants. </answer>

Analysis This case study reveals a critical reasoning failure in the baselines. Both the Base Model and GRPO (LoRA-MoE)
ignore the 18 new potted plants,leading to an incorrect answer. In contrast, our RO-GRPO models successfully
integrate all information to derive the correct solution. This demonstrates that our mechanism-aware rewards foster robust
reasoning and address the core logical deficiencies observed in the baselines, moving beyond superficial format adherence.

Table 5: Case study comparing model outputs on a sample from the GSM8K benchmark.

D QUALITATIVE CASE STUDY

To illustrate the practical impact of our method on reasoning quality, we present a case study on a
multi-step arithmetic problem from the GSMS8K dataset. Table[5|compares the outputs generated by
the baseline models against those from our RO-GRPO framework.

E DETAILED THEORETICAL ANALYSIS

This appendix provides the detailed mathematical derivations and expanded interpretations for the
theoretical analysis.
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E.1 CONSTRAINED OPTIMIZATION INTERPRETATION

The RO-GRPO framework can be viewed as a practical, penalty-based approach to solving a con-
strained policy optimization problem. The objective is to maximize the expected task reward, subject
to constraints on the policy’s internal routing behavior:

m@aX Eyr\aﬂ'@ [Rlask (y)]

subject to  Eyry [Huom (¥)] < €m1, ©)
EyN‘n'e [Mnorm(y)] <eém,

where € and €, are desired thresholds for the average normalized routing entropy and load bal-
ancing MSE, respectively.

The standard method for solving such a problem is via its Lagrangian relaxation. The Lagrangian
L(G, /\H7 )\M) is:

L :E[Rtask] - )\H(E[Hnorm] - EH)

(10)
- )\M (E[Mnorm] - EJW)a
where Agr, Aps > 0 are the Lagrange multipliers. Our RO-GRPO objective can be expressed as:
mga‘XE [Rtask — Wroute (wH (t) . ﬂnorm + wp (t) : Mnorm)] . (11)

Comparing our objective in Eq. equation [T1] with the Lagrangian in Eq. equation [I0] reveals that
RO-GRPO maximizes a simplified Lagrangian. The weights w () and wp(t) function as fixed
(or scheduled) Lagrange multipliers, and the constraint thresholds g, €5, are implicitly absorbed
into the objective. This formulation positions RO-GRPO as a fixed-penalty method, which gains
significant simplicity by integrating the constraints directly into the scalar reward signal.

E.2 INFORMATION BOTTLENECK PRINCIPLE

The efficacy of the entropy reward, Ry, can be formally interpreted through the lens of the Informa-
tion Bottleneck (IB) principle. The IB principle seeks a compressed representation X of an input X

that minimizes the mutual information I(X; X) while maximizing the mutual information I(X;Y")
with a relevance variable Y.

We map our routing mechanism to this framework: the input token representation is the source

variable (X = h); the router’s output probability distribution is the compressed representation (X =
pP); and the final sequence quality (proxied by Rysk) is the relevance variable (Y). The mutual
information I (h; p) = H(p) — H(p|h) quantifies the routing policy’s complexity. Our confidence
reward Ry directly encourages the minimization of the conditional entropy H (p|h). The complete
RO-GRPO objective, which maximizes E[Rsx + wg Ry, is thus analogous to the IB objective.
It balances maximizing task-relevant information (via R, ) with learning a compressed, minimal
sufficient representation of the input (via Rg).

E.3 PARAMETER UTILIZATION AND VARIANCE MINIMIZATION

The balancing reward, Rp, is grounded in a direct mathematical relationship with load distribution
variance. We show that minimizing our MSE-based metric is equivalent to minimizing the variance
of expert utilization.

Let p be the empirical utilization vector over F experts. The variance of this distribution is:

E
Var(p) = = (7. ~ Elp)* (12)
e=1

Since Y p. = 1, the mean utilization E[p] = 1/F. Substituting this gives:
1 & 1\’
Var(p) = =3 (pe — = | . 13
ar(p) = & ;:1 (p E) (13)
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This expression is precisely the Mean Squared Error (MSE) between the empirical distribution p
and a uniform distribution u = (1/E, ..., 1/E). Therefore, Var(p) = MSE(p, u).

This equivalence establishes that maximizing our reward R o« — MSE(p, u) is directly propor-
tional to minimizing the variance of the expert load. This provides a principled and efficient mech-
anism to promote balanced parameter usage within the RL framework.
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