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ABSTRACT

In this paper, we investigate the loss landscape of one-hidden-layer neural net-
works with ReLU-like activation functions trained with the empirical squared loss.
As the activation function is non-differentiable, it is so far unclear how to com-
pletely characterize the stationary points. We deduce the conditions for stationar-
ity that apply to both non-differentiable and differentiable areas of the landscape.
Such conditions capture the parts of the loss landscape that slow down the gradient
descent (GD), which cannot be achieved by other generic notions of stationarity
like the one based on Clarke subdifferential (Wang et al.,|2022). ( ) Addition-
ally, we show that, if a stationary point does not contain “escape neurons”’, which
are defined with first-order conditions, then it must be a local minimum. More-
over, for the scalar-output case, the presence of an escape neuron guarantees that
the stationary point is not a local minimum. Our results refine the description of
the saddle-to-saddle training process starting from infinitesimally small (vanish-
ing) initialization for shallow ReLU-like networks. By precluding the existence
of the saddle escaping types that previous works did not rule out, we advance one
step closer to a complete picture of the entire dynamics. Moreover, we are also
able to fully discuss how network embedding, which is to instantiate a narrower
network within a wider network, reshapes the stationary points.

1 INTRODUCTION

Understanding the training process of neural networks calls for insights into their loss landscapes.
Characterization of the stationary points is a crucial aspect of these studies. In this paper, we investi-
gate the stationary points of the loss of a one-hidden-layer neural network with ReLLU-like activation
functions. The non-differentiability of the activation function renders such problems non-trivial. It is
worth noting that, although the non-differentiable areas only account for zero Lebesgue measure in
the parameter space, such areas are often visited by gradient flow and thus should not be neglected.

In particular, we discover that any loss-decreasing path starting from a stationary point must involve
changes in the parameters of “escape neurons” (defined in Definition {f.T). The absence of escape
neurons guarantees the stationary point to become a local minimum. Our results provide insight
into the saddle escaping process with minimal assumptions. Supplementing |Maennel et al.| (2018);
Boursier et al.| (2022); |Chistikov et al.|(2024); Boursier and Flammarion| (2024)); Kumar and Haupt
(2024)), our results lead to a fuller understanding of the saddle-to-saddle training dynamics, a typical
dynamical pattern resulted from small initialization. More specifically, those previous works studied
the behavior of gradient flow near a specific type of saddle point (Kumar and Haupt, 2024), and this
work precludes the existence of other types in the general case.

We are also able to systematically describe how network embedding reshapes the stationary points
by examining whether the “escape neurons” are generated from the embedding process. This directly
supplements the discussion by |[Fukumizu et al.|(2019) for the non-differentiable cases.
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1.1 RELATED WORK

Stationary Points. Stationary points abound on the loss landscape of neural networks. It has
been shown that there exists a plethora of saddle points and spurious local minima for non-linear
networks 2020; [Sharifnassab et al, 2020} [Liu et all, 2021} [Arjevani and Field, 2021},
Simsek et al., 2023). Additionally, stationary points may significantly affect the training dynamics,
resulting in plateaus in training loss (Saad and Solla) [1995}; [Amari, [1998; Jacot et al., 2022} [Pesme]
and Flammarion}, 2024). When studying these stationary points, it is of both theoretical and practical
interest (Fukumizu and Amari, [2000; [Simsek et all, [2021)) to discriminate between their different
types (Achour et al., [2022), for they affect gradient descent differently (Lee et al [2017; [2016).
For example, while local minima and non-strict saddles are not escapable (Achour et al., 2021}
et al.| lAchour et all, 2022), strict saddles are mostly escapable under mild conditions
et alL[2017; [2016; Jin et al, 2017; [Daneshmand et al. 2018}, Ziyin et al [2023). In our setting, the
non-differentiability complicates the analysis. To tame such difficulty, previous works took various
simplifications, such as only studying the differentiable areas (Zhou and Liang} 2018};[He et al., 2020
2022), only studying parameters with zero right-hand derivatives (Cheridito et al.,[2022),
only studying the non-differentiable stationary points yielded by restrictive constructions (Liu et al.,
[2021)), and only studying the first two orders of the derivatives 2019). The resulting
theories failed to cover all the cases due to such simplifications. So far, a systematic characterization
of the potentially non-differentiable stationary points in our setting is yet to be established.

In this work, we define stationary points to be where first-order directional derivatives toward all
directions are non-negative. This definition effectively captures the points on the loss landscape that
slow down GD and result in a loss plateau, no matter whether they are differentiable or not (see
Section3.2]and Appendix [C). Such points affect the training dynamics of ReLU networks
et all [2022; [Cee et all 2022} [Kumar and Haupt), [2024) but were never defined or classified before.
It is also noteworthy that our notion of stationarity contrasts with other methods based on Clarke
subdifferential [Wang et al.| (2022)) or subgradient, which may fail to capture the points of interest
(see Remark [3:4). (BZd8,8foJ)

Training Dynamics. Different initialization scales lead to different training dynamics. In the lazy-
training regime (Chizat et all,[2019), which has relatively large initialization scales, the dynamics is
well captured by the neural tangent kernel theory (Jacot et al.| 2018} [Allen-Zhu et al., [2019; [Arora
2019). In the regime of vanishing initialization, the training displays a feature learning be-
havior (Yang and Hu| [2020), which still awaits a generic theoretical account. However, it has been
widely observed that the training dynamics in this regime often displays a saddle-to-saddle pattern,
meaning the loss will experience intermittent steep declines punctuated by plateaus where it re-
mains relatively unchanged. We will describe this process for our setting, furthering the discussions
from (2018); (2022); [Chistikov et al.| (2024); Boursier and Flammar-|
(2024)); [Kumar and Haupt (2024). It is noteworthy that the training dynamics often unveils the
implicit biases of the optimization algorithms. In the saddle-to-saddle regime, the learned func-
tions often prefer lower parameter ranks (Maennel et al., 2018}, [Luo et al., 2021}, Jacot et al, [2022)
or smaller parameter norms (Boursier et al., [2022; [Pesme and Flammarion, [2024)), which could be
beneficial for generalization.

Network Embedding. Network embedding provides a perspective for understanding how the
optimization landscape transforms given more parameters, shedding light on the merit of over-
parameterization (Livni et al.l 2014; [Safran and Shamir, 2015}, [Soudry and Carmon| [2016; [Nguyen
and Hein| [2017; [Soudry and Hoffer| 2017; [Du and Lee} 201 |;|Ventur1 et al.| 2019} Soltanolkotabi
et al.l 2022). Previously, network embedding has been studied in various setups (Fukumizu and
Amari, 2000} [Fukumizu et al, [2019; [Safran et al.| 2020} [Simsek et all, 2021} [Zhang et al., [2021),
mostly focusing on how network embedding reshapes stationary points. We extend this line of work
to non-differentiable cases.

1.2 MAIN CONTRIBUTION

In this paper, we study the aforementioned topics for one-hidden-layer networks with ReLU-like

activation functions, trained by the empirical squared loss. We make minimal assumptions and

achieve the following.

* Noticing that the non-differentiability only lies within the hyper-planes orthogonal to training
inputs, and derivatives can be handled easily on both sides of those hyperplanes, we develop a
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routine to methodically and fully investigate the directional derivative of the loss. With its help,
we identify and characterize different types of stationary points with non-differentiability fully

considered.

* We preclude saddle escaping types that previous papers (Maennel et al.| 2018} Boursier et al.
2022; Chistikov et al., [2024}; Boursier and Flammarion, 2024; Kumar and Haupt, |2024)) were not
able to rule out. We show that saddle escaping must involve the parameter changes of escape
neurons (Definition {.T)) and apply this to the description of the training dynamics starting from

vanishing initialization.

* We study whether network embedding preserves stationarity or local minimality.

2 SETUP

Network Architecture. We study one-hidden-layer networks as illlustrated in Figure

For a given input x € RY, the network output is:

y(H,W;x) =y(P;x) = Hp(Wx).

(1)

In Equation equation W e RII*dand H = (hji) € RI/IXIT1 are respectively the input and output
weight matrices, and [ and J are the sets of indices of the hidden neurons and output neurons. The
vector P € RP contains all the trainable parameters W and H, so that D = |.J| x |I| + |I| x d. We
denote the row of T corresponding to hidden neuron i by w; € IR?. The componentwise activation

function p(-) reads:
p(z) = O‘Jr]lzzoz +a 1.0z

In this paper, the assumptions we make are o™ # o~
and d > 1. Both are for brevity in exposition, rather than
being indispensable for the validity of the outcomes.

Loss Function. The training input/targets are Xj/y
with £ € K, where K denotes the set of the sample in-
dices. The empirical squared loss function takes the form:

L®) =5 S I5e®)-yilf = 5 303 (3 (P) — )’

keK jE€J kEK

2
where y,(P) =y (P;xy), and J;, yx; are the compo-
nents of y; and yj at the output neuron j.

3 BASICS

In this section, we derive the first-order derivatives and
identify stationary points of the loss.

3.1 FIRST-ORDER DERIVATIVES OF THE LOSS

We start by introducing a suitable coordinate system
on which the directional derivatives can be conveniently
computed.

Non-differentiability does not completely prohibit the in-
vestigation into derivatives. Take the function, f(z) =
||, as a pedagogical example. In this case, studying the
left and right derivatives at z = 0 suffices to describe the
function locally, despite the non-differentiability there.
Generalizing this methodology to higher dimensions, we
can handle the derivatives of the loss function by deriving
them in different directions. Note that the loss of ReLU-
like networks are continuous everywhere and piecewise
(", which enables us to study its directional derivatives.

at,a”,zeR.
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Figure 2: A diagram demonstrating the
non-differentiability with respect to the
input weights. Here, we show a case
where input weights and training inputs
are 3-dimensional. There are 2 training
inputs and 2 input weights. w lies in a
plane orthogonal to x5. The loss is thus
locally non-differentiable since it con-
tains the term p(w; - x3). However, we
can compute the directional derivative
with respect to wy since the loss func-
tion with w; constrained on either side
of the plane or on the plane is a polyno-
mial of wy.
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Our neural network is always differentiable with respect to the output weights hj;. Non-
differentiability only arises from input weights w;. More precisely, the network (thus the loss)
is non-differentiable at P if and only if a weight w; is orthogonal to some training input x;’s (see
Figure [2)for an illustration). Nonetheless, when w; moves a sufficiently small distance along a fixed
direction, the sign of w; - xj, is fixed for all £ € K. Namely, w; - x; only moves on either the
positive leg, the negative leg of the activation function p(-), or stays at the kink, but it will not cross
the kink during the movement. With w; constrained within such a small local region, the loss is a
polynomial with respect to it. This allows us to study the directional derivatives. Below, we specify
the directions for computing derivatives.

Definition 3.1. Consider a nonzero w; € R%. The radial direction of w; is u; : HW T Moreover,

any unit vector v; orthogonal to u; is called a tangential direction. For w; = 0, the radial direction
does not exist, and a tangential direction is defined to be any unit vector v; € IR%. The tangential
direction is always definable given our assumption of d > 1.

Consider a non-zero w; € R? and let w;, = w; + Aw; # w; be in the neighborhood of w;.
The vector Aw; admits a unique decomposition Aw; = Ar;u; + As;v; with As; > 0 and v;
being a specific tangential direction of w;. Fixing a direction for the derivative is thus equivalent

to fixing a tangential direction. For a generic map f, af Wl) FlwitAriug)=f(wi)

= limay, 0+ Ar and
Of(wi) FwitAsivi)—f(w;)
ds; As;

= limas, o0+ are the radlal derlvative and the tangential derivative.

For w; = 0, we can likewise define the tangential derivative for every tangential direction v;, and
by convention, set the undefinable u; and the radial derivative to zero.

To avoid any confusion, we remind the reader that the notation of % always implies a fixed tan-
gential direction v;.

We can then study the directional derivatives systematically by investigating the derivatives with re-
spect to the output weights and the radial/tangential directions of the input weights. These directions
together constitute a coordinate system.

Lemma 3.2. We first denote (U; — yi;) = ex;. Then, we define the following quantities:

d;; = g o' eijk+ E o ep;Xk,

w; xk>0 W xk<0
Vi o1 +, -
dij = Aslj’lgl0+ Z ol erjXy + Z o eriXp | ( ). 3)
(W1+AS;\.II>>X]\,->0 (W£+AS;\.I,I>-X]\,.<0
We have that or
P .
( ):Wi-djz‘, V(j,Z)EJXI, “é)
8/1]'1'
oL(P .
87("2 ) :Zh]‘idﬁ’ui, Vi GI, (5)
jeJ
882 Z hﬂd‘-’; -vi, Vi € I,V tangential direction v;’s of w;. 6)
jed

The proof for the above is in Appendix [A] Such directional derivative computation can also be
adapted for neural networks with more than one hidden layer, which is explicated in Appendix

It is easy to check that the network is linear with respect to the output weights and the norm of the
input weights, therefore a h and are continuous everywhere. But this is not the case for

3.2 STATIONARY POINTS

Definition 3.3. A set of parameters P is a stationary point of the loss in our setting if and only if
the following holds:

o)
122 — 0, (j,i) € J x T
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2. %®) _ e

3. %@ >0,V € I,V tangential direction v;’s of w;.

For differentiable functions, stationary points are defined to be where the gradient vanishes (which
is included in the above definition). In our setup, we define the stationary points to be where there
are no negative derivatives in the surrounding directions, which precludes any escape directions for
GD. In the presence of non-differentiability, our definition admits stationary points where there exist
upward slopes in one direction and the opposite, as indicated in the third condition. For directions
along which the loss is continuously differentiable, we require the derivative to be 0, which explains
the first two conditions. Notably, such a definition is tailored to capture the stationarity of GD by
admitting positive slopes around stationary points. If we were to define stationarity for, say, gradient
ascent, we would admit negative slopes around stationary points instead. One can imagine that the
stationary points defined as in Definition no matter differentiable or not, behave similarly: GD
halts in effect at these points and infinitely decelerates near them. For better understanding, we
provide examples of non-differentiable stationary points in Appendix[C]

Remark 3.4. There exist more widely known notions of non-smooth stationarity, but they cannot
apply to our problem. For example, to have the subgradient set to contain O is an often-adopted
definition of stationarity. But, this definition cannot accommodate non-convexity which may make
subgradient undefinable (see Remark . Moreover, Clarke subdifferential (Clarke, |1975) may be
leveraged for defining non-convex non-smooth stationarity. Previous works frequently invoked such
a subdifferential for characterizing ReLU network dynamics (Boursier et al.,[2022; (Chistikov et al.,
2024} Kumar and Haupt, |2024). However, Clarke subdifferential cannot differentiate between the
origins of f(z) = |z| and f(x) = —|z|. The former should count as a stationary point, stalling the
gradient flow, while the latter should not.

Note that while all local minima are stationary points under Definition this is not the case for
non-differentiable local maxima. An interesting side note can be made about the rarity of local
maxima on our loss landscape, whether they are differentiable or not. We can prove that a necessary
condition for P € RP to become a local maximum is y;(P) = 0 for all k € K, as shown in
Appendix D] Such a result extends the arguments regarding the non-existence of differentiable local
maxima by |[Liu| (2021); Botev et al.|(2017), offering a qualitative perspective of the loss landscape.

Definition 3.5. A saddle point is a stationary point that is not a local minimum or a local maximum.

4 MAIN RESULTS

In this section, we classify and characterize stationary points (Section4.1) and discuss its implication
for the training dynamics in the vanishing initialization limit (Section 4.2). We will also describe
how network embedding reshapes the stationary points (Section [4.3)).

4.1 PROPERTIES OF STATIONARY POINTS

Definition 4.1. At a stationary point, a hidden neuron 7 is an escape neuron if and only if there exist

4’ € J and a tangential direction v; such that 635) = Zj cJ Ejid}’j -v; =0, and d}’fi -v; #£ 0.

Theorem 4.2. Let P be a stationary point. If P does not contain escape neurons, then P is a local
minimum. Furthermore, this sufficient condition is also a necessary one when | J| = 1.

Remark 4.3. An intuition of Definition [4.1] and Theorem [4.2] for the scalar-output case is in Ap-
pendix [E] Theorem[d.2]is proved by Appendix [FI|and[F.2]

The proof of Theorem .2 methodically performs the Taylor expansion toward any direction, which
is enabled by the coordinate system discussed in Section [3.1] More concretely, Taylor expansion
requires differentiability. Our coordinate system aligns its axes, including the radial/tangential
directions of the input weights and the directions representing the output weights, with the non-
differentiable hyperplanes in the parameter space so that the loss within every orthant (the area be-
tween coordinate axes) is always differentiable. In this way, we can use Taylor expansion based on
the derivatives (of any orders) along the aligned coordinate axes to accurately characterize the func-
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tion within the orthants, as it would be like studying a differentiable function, but limiting the scope
to an orthant. We provide visualization for such intuition with a concrete example in Appendix

Since we can also compute the directional derivatives for deeper nets with such a coordinate sys-
tem, as showcased in Appendix [B] it is conceptually easy to also compose such stationary-point-
classifying theorems for deeper nets. Nonetheless, deeper nets entail a more cumbersome proof as
there will be higher-ordered terms to be controlled. In this paper, we limit our discussion to the shal-
low structure, which already suffices to solve unresolved problems from previous works of training
dynamics (Maennel et al.| 2018; [Boursier et al., 2022; |(Chistikov et al., 2024; |Boursier and Flam-
marion, [2024; Kumar and Haupt, [2024) and network embedding (Fukumizu et al.,|2019), discussed
in Sections 4.2]and §.3] respectively.

In the following, we refer to local minima without escape neurons as type-1 local minima, and to
the others as type-2 local minima, which does not exist when |J| = 1 as per Theorem We tend
to argue that type-2 local minima are rare and provide our reasoning in Appendix [F.2.1]

The proof of Theorem[4.2]also shows that the stationary local maxima and saddle points of the loss
offer “2"?-order decrease” along the escape path, which can be formalized as below.

Corollary 4.4. If P is a non-minimum stationary point of L with \Jl: 1, then there exist a unit
vector £ € RP and a constant C' < 0 such that 0 > L(P + §£) — L(P) ~ C§?, as § — 0+.

Remark 4.5. This lemma is explained in Remark [F.2] It is established by characterizing the loss-
decreasing path caused by the variation of escape neuron parameters. It draws similarities between
the potentially non-differentiable saddle points in our setting and smooth strict saddles. It is known
that saddle points in shallow linear networks are strict (Kawaguchi, 2016) The above corollary
thus serves to non-trivially extend (Kawaguchi, 2016) to a more complicated setting: Although
ReLU networks can be understood as piecewise linear networks, stationary points in the former can
reside at non-differentiable edges where the analysis for the linear networks is rendered invalid.

4.1.1 A NUMERICAL EXPERIMENT FOR THEOREM [4.2]

We present a numerical experiment to illustrate Theorem We train a ReLU network with GD
using 5 training samples (X, yx ). The inputs are x;, = (7%, 1) € R?, and z’s are —1, —0.6, —0.1,
0.3, 0.7. The targets, y;’s, are 0.28, —0.1, 0.03, 0.23, —0.22. The network has 50 hidden neurons.
All the parameters are initialized independently with law A (0, (5 x 107%)?) | The training lasts
500k epochs with a step size of 0.001. We will discriminate between the saddle points and local
minima during training.

The training process is visualized in Figure [3| Figure |[3a|is the loss curve, where the plateaus re-
flect the parameters moving near stationary points. Figures [3b] to [3d| show the evolution of input
weight orientations, input weight norms, and output weights. The input weight orientations are the
counterclockwise angles between w;’s and the vector (1, 0).

Each curve in Figures[3b]to[3d|corresponds to one hidden neuron. We see that most of the w;’s group
at several angles before all the parameters gain considerable amplitudes. This was well studied by
Maennel et al.|(2018); [Kumar and Haupt| (2024)). We denote these hidden neurons by red and yellow
in the figures and call them group 1 and group 2 neurons. Notice that the w;’s between 3.93 and
5.67 rad (the grey-tinted area in Figure have p(w; - x;) = 0 for all k € K. This means that
the gradients of all the parameters associated with these hidden neurons are zero (from Lemma 3.2)).
These hidden neurons are the black curve in the figures and are called the dead neurons.

We also note that the group 1 neurons are attracted to and stuck at a direction (= 2.53 rad) that is
orthogonal to one of the training inputs (x5 = (0.7, 1)). Hence, the GD traverses a non-differentiable
region of the loss landscape throughout the training.

In our example, the parameters escape from 2 saddles, which happens at about epochs 42k and
152k, reflected by the rapid loss drop in Figure[3a] The last plateau in the loss curve is the result of a

! (Kawaguchil, 2016) also proved that saddle points in the frue loss of shallow ReLU networks are strict.

2We chose such an initialization scale to simulate the vanishing initialization since further diminishing it
will not qualitatively change the patterns of the training dynamics.

3Note, there are black curves in Figuresand They stay too close to the zero line to show up.
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\ = group 1
group 2
= — dead group
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(a) loss curve (b) direction of w; (rad) ©) ||ws]| d) hjys

Figure 3: Evolution of all parameters during the training process from vanishing initialization.
(a) The loss curve encounters three plateaus, the last of which corresponds to a local minimum
(confirmed by Theorem [4.2). We mark the end of the plateaus with dashed vertical lines. (b) The
input weights that are not associated with dead neurons are grouped at several angles. (c¢) & (d)
Grouped neurons have their amplitude increased from near-zero values, which coincides with the
saddle escaping. The movements of ||w;|| and |h;,;| are synchronous (Fact.

local minimum. To numerically verify this, we perturb the parameters obtained after 500k epochs of
training with small noises, and the resulting loss change is always non-negative (see Appendix [H).

That the last plateau is a local minimum can also be confirmed by applying Theorem {.2] In the
following, we show that the stationary points that the network parameter is close to at epoch 42k
and 152k have escape neurons, while the stationary point stalling the training in the end does not.
For clarity, the index of the only output neuron is specified to be jo.

Fact 4.6. During training, (||w||* — h3 ;) remains unchanged.F] Thus, with vanishing (small but

non-vanishing, resp.) initialization, we have ||w;|| = |hjyi| (||wil| = |hjoil, resp.) throughout
training.

Definition indicates that the escape neurons have h;,; = 0 (also explained in Appendix @) By
Fact[4.6] the amplitudes of all the parameters associated with escape neurons must be small. On the
other hand, dead neurons (which only exist in the ReLU case) are not escape neurons by definition.

Thus, when the network is in the vicinity of a saddle point, it must contain neurons that have small
amplitudes and are not dead neurons. We will refer to such neurons as small living neurons in the
following. They are the ones corresponding to the escape neurons in the nearby saddle point. In
Figure 3] at epoch 42k (152k, resp.), neurons belonging to both group 1 and 2 (group 2, resp.) are
small living neurons. However, after the network reaches the last plateau, small living neurons are
depleted, meaning the stationary point it was approaching must be a local minimum.

We also conducted two other numerical experiments whose results are presented in Appendix[[} One
uses 3-dimensional input and scalar output, and the other uses 2-dimensional input and output. The
former displays similar behavior as the experiment in this section, the latter reveals escape neurons
that have non-zero output weights, which exist for multidimensional-output networks, as predicted
by Definition4.1]

4.2 SADDLE ESCAPING IN THE SADDLE-TO-SADDLE DYNAMICS

Networks trained from vanishing initialization show saddle-to-saddle dynamics (Boursier et al.,
2022; Jacot et al., 2022} Pesme and Flammarion, 2024)), meaning the loss experiences intermittent
decreases punctuated by long plateaus. Multiple previous works have studied this dynamics (Maen-
nel et al., 2018} [Boursier et al., [2022; |Chistikov et al., [2024; [Boursier and Flammarionl 2024).

However, previous discussions regarding saddle escaping were usually premised on strong assump-
tions, such as orthogonality (Boursier et al.l 2022) or correlatedness of training inputs (Chistikov
et al., 2024). Without such assumptions, previous works could not go beyond the escape from the
origin, which is trivially a saddle point (Maennel et al.l 2018} |Boursier and Flammarion, [2024)).
These simplifications/narrowing imposed a specific form on all the saddle points being discussed.
Such a form was summarized by [Kumar and Haupt| (2024), and they further noted that there could
be other types of saddle points that remained undiscussed (in their Section 5.2).

“This conclusion was proved in Section 9.5 of Maennel et al.[(2018)). (WE)G, )
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In this section, we show that no other types of saddle points need to be considered in such dynamics
and demonstrate qualitatively how saddle points are escaped from. Aligned with previous works,
the discussion in this section is for scalar-output ReLU networks.

Corollary 4.7. Following the setup and notation introduced in Section El let P(t) =
(Wilt), hjyi(£))ier € RP be the parameter trajectory of a one-hidden-layer scalar-output ReLU
network trained with the empirical squared loss L, where t > 0 denotes time. Suppose the trajec-
tory satisfies % = —g—ﬁ, in which we specify % = 1y,>0} in the chain rule. Let A € RP
be an arbitrary vector. We initialize the network with P(0) = oA. Under these conditions, if
limoo (inf, [|[P(t) — P||) = 0, where P = (W;, hj;)ic1 is a non-minimum stationary point, we
must have w; = 0 and Ejmi = 0 for some i € 1. (k7xc,BZdS8)

In other words, the saddles approached by the gradient flow starting from vanishing initialization
must have at least one hidden neuron whose input and output parameters are all zero, and this type
of saddle coincides with previously studied saddles by Kumar and Haupt| (2024); Maennel et al.

(2018); Boursier et al.| (2022));/Chistikov et al.| (2024); Boursier and Flammarion|(2024)), as described
by Section 5.2 of [Kumar and Haupt (2024).

The proof of Corollary [.7] is straightforward. Our analysis of Theorem £.2]in Section {.1.1] has
shown that saddle points must have escape neurons, whose output weights /;,; equal 0. Combining
Fact[4.6] we know that if a gradient flow starting from vanishing initialization visits a saddle point
with h;,; = 0 for some ¢, then we must have w; = 0 for those ¢ as Well

We next discuss how the gradient flow escapes from the saddle points. In the vicinity of the saddle
points, the network has hidden neurons with small parameters, which can either be dead neurons or
small living neurons. It is easy to see that locally perturbing dead neurons does not change the loss
(Fukumizu et all,[2019) and they cannot move since they have zero gradients. On the other hand, a
direct consequence of Theorem [4.2] (proved in Appendix [FI] and explained in Remark [FI] (k7xc))
states:

Fact 4.8 (A partial restatement of Theorem[.2). A strictly loss-decreasing path from a stationary
point of the network must involve parameter variations of escape neurons.(k7xc,BZdS8)

As aresult, saddle escaping must change the parameters of small living neurons, and such parameter
change of small living neurons exploits the loss-decreasing path offered by the escape neurons in
the nearby saddle point (Fact[4.8)). Moreover, when the training stalls near a saddle point, the small
living neurons are always attracted to where their parameter amplitudes will be increased
2018). Combining all these, we know that escaping from saddles always entails amplitude
increase of small living neurons.

Other forms of saddle escaping cannot take place. This contrasted with other different but simi-

lar setups. For example, in [Fukumizu et al.| (2019); [Safran et al| (2020); [Pesme and Flammarion|
(2024))'| the existence of several input weights with the same direction suffices to make a strict
saddle, meaning saddle escaping can take place without involving small living neurons.

In the rest of this section, we will combine our results with previous works to give a full understand-
ing of the entire saddle-to-saddle dynamics, which is summarized in Figure [

The initial phase of training will have the w;’s that are not associated with dead neurons to group at
finitely many attracting directions when all the parameters have negligible amplitudes. Such a phase
is termed the alignment phase (Maennel et al., 2018} [Luo et al.l 2021} Boursier and Flammarion|
2024; [Kumar and Haupt, [2024) and can be observed in Figure 3b] The neurons whose input weights
are grouped closely will be called an effective neuron in the following, as they correspond to one
kink position in the learned function.

5This subgradient-style differential cannot help us characterize the stationarity of non-convex functions (as
discussed in Appendix), but suffices to identify a unique gradient flow without involving further concepts.
Notably, this is also how PyTorch implemented the derivative of ReLU.

®Tt is worth noting that there could be saddle points with hjoi = 0 but w; # 0 on the entire landscape.
However, Fact@ states that such saddle points are not visited if we start from vanishing initialiazation.

"See Appendix [O| for the setting of [Fukumizu et al.| (2019). |Safran et al.| (2020) studied a teacher-student
setup with true loss. Pesme and Flammarion|(2024) studied diagonal linear networks.
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After the initial alignment phase, the grouped neu-
rons will have their amplitude increased from near-
zero values. Notice that these neurons, before the
amplitude increase, are small living neurons. Those
that contribute to one effective neuron would have
their amplitudes increased together (Maennel et al.
2018; [Boursier et al., 2022; (Chistikov et al., [2024)
which exploits the loss decreasing path offered by
escape neurons (Fact .8). To describe such a pro-
cess, Boursier et al.| (2022) and |Chistikov et al.
(2024) rigorously characterized the gradient flow for
toy examples, revealing trajectories consistent with
Figure [4] (k7xc). The training process terminates in
a local minimum after all the small living neurons
are depleted.

epochs

Does the
stationary point
have escape
neurons?

(c) Saddle-escaping:
amplitude increase of
small living neurons

Training ends at
a local
minimum

Figure 4: A flow chart for the training pro-
cess. We preclude other schemes of saddle
escaping, for example, by splitting aligned
neurons, which is possible in[Fukumizu et al.
Moving forward, it will be meaningful to investigate (2019); [Safran et al| (2020); [Pesme and
the exact dynamics between saddles in the general |Flammarion| (2024). Also, note that saddle
setup. [Boursier et al| (2022); [Chistikov et al.|(2024) escaping might be accompanied by ampli-
already tackled this for the training process with or- tude and orientation changes of other neu-
thogonal and correlated training inputs. These sim- rons, but the amplitude increase of small liv-
plifications averted the simultaneous change of the ing neurons is indispensable.

norms of different groups of neurons during saddle

escaping, which often takes place in general. An example is the training process after epoch 152k
in Figure 3]

Notably, as the loss landscape is continuous, the insight we draw for vanishing initialization might
be extrapolated to small but non-vanishing initialization. Concretely, in the latter case, we can still
observe that the accelerations of loss decreasing also roughly coincide with the amplitude increase
of small living neurons. This means that the acceleration of loss decreasing in this regime also
exploits the loss-decreasing path given by the escape neurons in the nearby saddle points, similar to
the vanishing initialization regime. We elucidate such an observation in Appendix [J|

4.3 How NETWORK EMBEDDING RESHAPES STATIONARY POINTS

Network embedding is the process of instantiating a network using a wider network without chang-
ing the network function, or at least, the output of the network evaluated at all the training input x;’s.
In this section, we demonstrate how network embedding reshapes stationary points, which offers a
perspective on the merit of over-parameterization. In particular, we answer the following question:
Does network embedding preserve stationarity or local minimality? Such questions were partially
addressed by (Fukumizu et al.l[2019) for ReLU networks. With a more complete characterization of
stationary points and local minima in Sections [3.2]and [4.1] we are able to extend their results.

Following the naming in (Fukumizu et al., [2019)), there are three network embedding strategies for
ReLU(-like) networks: unit replication, inactive units, and inactive propagation. We will showcase
the usability of our theory for unit replication, which is the most technically involved, in the main
text. The proof for unit replication and the full discussion for the other two embedding strategies are
presented in Appendices|[]to[N]

The process of unit replication is illustrated in Fig-

ure[5} given a set of parameters P, replace the hid- O D)
den neuron iy € I associated with w;, and h;;,, . /;\
with a new set of hidden neurons {i}; I € L} asso- v L 4
ciated with weights w; = Siw;, and hj; = vk, O O

for all 5 € J. To preserve the network function, we

specify: 5; >0, > By =1, foralll € L. We can
leL

prove the following for unit replication. Figure 5: unit replication

8The amplitude increase of one group of small living neurons creates one kink in the learned function

(Figure @
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Proposition 4.9. In our setting, unit replication performed on neuron i preserves the stationarity of
a stationary point if and only if at least one of the following conditions is satisfied: (1) All tangential
derivatives of w;, are 0. (2)y; > 0,V 1 € L.

Moreover, unit replication performed on neuron iy preserves the type-1 local minimality of a type-1
local minimum if and only if at least one of the following holds: (1) All tangential derivatives of w;,
are0. (2)v >0,VI e L.

Remark 4.10. (Fukumizu et al., 2019) was not able to discuss stationarity preservation for ReLU net-
works as the non-differentiability hindered the invocation of stationarity conditions for differentiable
functions. This problem has been hurdled completely in the current paper. Moreover, (Fukumizu
et al |2019) was only able to discuss local minimality preservation for a highly restricted type of
unit replication. Our proposition above nevertheless holds for all unit replication types in general,
though the scope is limited to type-1 local minimality preservation.

Remark 4.11. At first sight, the statement about the preservation of type-1 local minima in the above
lemma contradicts Theorem 10 of (Fukumizu et al.| [2019), which suggests that embedding a local
minimum should result in a strict saddle. Nonetheless, the assumptions of that theorem does not
apply to our setting. For more details, please refer to Appendix

It is noteworthy that unit replication always preserves stationarity for differentiable networks (Zhang
et al.,[2021)), which no longer holds for the non-differentiable ReL.U-like networks.

A CLOSING REMARK

Our discussion here extends multiple previous results that did not consider non-differentiable cases.

Wu et al.| (2019); [Wang et al.| (2024) proposed a training scheme where one neuron is split at an
underfitting local minimum to create an escapable saddle point. Such a training scheme can lower
the cost of training since the training can start from a smaller (pretrained) network. Lemma
effectively shows how to implement such a scheme for scalar-output networks, where all the local
minima are all of type-1: simply replicate a neuron whose input weight has non-zero tangential
derivative and choose v; < 0. Such an insight might also be instrumental for multidimensional-
output networks since type-2 local minima should be rare, as we discussed in Appendix [F.2.1]

Our results regarding stationarity preservation also serve as constructive proof that one can always
embed a stationary point of a narrower network into a wider network. In other words, the stationary
points of wider networks “contain” those of the narrower networks. This is termed the network
embedding principle, discussed in Zhang et al.[(2021) for smooth networks.

Moreover, this section also provides a perspective of understanding the merit of overparameteriza-
tion for optimization. Stationary points and spurious local minima might worsen the performance
of GD-based optimization. However, to our rescue, network embedding can cause some stationary
points (local minima, resp.) to lose stationarity (local minimality, resp.). This might explain why
wider networks tend to reach better training loss. It is also easy to check that embedding parameters
that are not stationary points (local minima) will not result in stationary points (local minima). Sim-
ilar phenomena are noted in |Simsek et al.| (2021); [Fukumizu et al.| (2019); |[Zhang et al.| (2021)) for
smooth networks. A meaningful next step is to quantify how manifolds of saddle points and local
minima scale with network width (Simsek et al., 2021) for ReLU-like networks.

5 SUMMARY AND DISCUSSION

In this paper, we characterize and classify the stationary points for a one-hidden-layer network with
ReLU-like activation functions. We also study the saddle escaping process in the training dynamics
with vanishing initialization and the effect of network embedding on stationary points. These can
lead to several future directions. First, this can inspire methodologies for rigorously handling the
optimization landscapes of other neural networks that are non-differentiable, including convolutional
networks, residue networks, transformers, etc. Second, with a better geometric understanding of the
potentially non-differentiable stationary points (such as Corollary f.4), we are at a better place to
characterize the performance of gradient-based optimization algorithms on such landscapes that are
neither smooth nor convex. Third, with the stationary points identified, we can study the basins of
attractions of gradient flow. Lastly, the findings of this paper might help formalize the low-rank bias
and the generic amplitude increase processes in the future.
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A PROOF OF LEMMA [3.7]

A.1 DERIVATION OF EQUATION EQUATION [4]

We compute

8yk7j
8hﬂ 8hﬂ Ze;hwp it Xp) = L= p(Wi - Xp).

Thus, we have

0 O
thiL( 8hﬂ Z Z Z/kJ' - yk_] = Z Z €L ;;; = Z eij(Wi 'Xk-) =W; 'djia

j'eTkeK j'eTkeK keK
A.2 DERIVATION OF EQUATION EQUATIONE]
For all z,y € R, define
arx ify >0,
py(@) == plz) ify=0,
a_z ify <O0.
The map p.(-) will be convenient to compute the following derivatives.
Let ¢ be such that ||w;|| # 0, let u; = Hx—u Recall that the derivatives %, % are defined

below Definition Below, we write w; = 7;u; and take the derivative at ; = ||w;||. Note that
p(riw; - xi) = rip(W; - X1, ), that is, along the direction u;, the activation p is linear. We thus have
that

0y (P) b dp(riu; - xi)

o T o = hjip(a; - Xg).

We then get

=Y S e T =SS ehiolu )

jeJ keK jeJ keK

=D > erjhiitty - Pu,x, (Xk)

jeJkeEK

= E hju - E « eijk+ E o epXg

JjeJ
W xk>0 Wi+ xk<0

= hjiu; -djs,

jed

where d;; was defined in Lemma

A.3 DERIVATION OF EQUATION EQUATIONE]

Recall that when taking the derivative %, a specific direction v; is chosen. One can check that

6p W, - Xk ~
% — ]l{wrxwéO}pwrxrg (Vi . Xk) + ]I{Wi'xk:O}p(vi ’ Xk)
= ﬁWi'xk (V’i “Xp)
‘We thus obtain:
O (B) _ ) Op(Wi-xu) _
Tos T g P (Vi)
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‘We thus have that

831 Z Z 8yk] Z Z ekjPwixy (Vi - Xk)

je€J kEK je€J keK

= Z Z €LiVi - (]l{wi-x;ﬁéO}pwi‘xk (Xk) + ]l{wrxk:O}ﬁvi‘xk (Xk))

jeJkeK
_ +_ -
= a’epiXg + Q epjXg

k: k:
(wit+As;v;)x>0 (Wi+As;v;)x,<0
Vi

= E hjivi - dj;,

jeJ

where As; > 0 is sufficiently small and where d was defined in Lemma 3.2.

B EXTENDING LEMMA LEMMA TO NETWORKS WITH MULTIPLE
HIDDEN LAYERS

In this section, we demonstrate how we can compute the radial and tangential derivatives with re-
spect to weights that are in ReLU-like networks with multiple hidden layers.

The notation of this section inherits from the one-hidden-layer case for the most part. Nonetheless,
we augment the notation for the hidden layer weights with an index to number the layers.

) ¢ Riol (for the sake of notation

simplicity). The training targets are y, € RI!’l. The 1nput weight matrix in hidden layer | €
{1,--- LY is W ¢ RH—1I¥ILl T s the set of hidden neurons in layer /. The hidden neuron
weights corresponding to one row of W) is ng)
H e RIVIXIzl each row of which is h; with j € J.

The training inputs are Xj’s, and we also denote them by x

, where 7 € I;. The output weight matrix is

The neural network is defined recursively with the following:

D= W(l)xg_l), xg) = p(n,il)), Vie{l,2,---,L}; yr= ngf)

B.1 OUTPUT WEIGHT DERIVATIVES

We first compute the network outputs’ derivatives with respect to the output weights.

ang/
oh;

— (L)
= Lj=jxy,

Then we have:

SPIDITE TR g

keK j'eJ keK

B.2 HIDDEN NEURON WEIGHT DERIVATIVES

For a specific layer I° € {1,2,---,L}, and a specific direction of Awl(»lo) = Ar (lo) (lo) +

0 0 0 0 0
Asl(.l )vgl ), where ul(.l ) and vgl ) are the radial direction and a tangential direction of wgl )
1 € Ijo, we compute the radial derivative and tangential derivative.

, and

RADIAL DERIVATIVE

0
Or; _ O, ozl _ Ok (@™ . <01
2T = 5 517 = 5, :
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Thus:

09
o <z°> =D D e y(%

jeJ keK z

_ 3yka (@™ . -V
=>.> ki 0P X, 0),
jeJ keK kv

which is reminiscent of the one-hidden-layer case.

TANGENTIAL DERIVATIVE

Again, we start by computing the output’s derivative.

0
&gkj = &ij axl(eli) = ayk] ﬁ (0> <0 )( (lo) 'X(l071))
- 1 l 1
o) ozl 95! 9l v *

Thus:

o9
s (zO) =D D ek y(%)

jeJ keK 5
O 1 °—1
—ZZ% mﬂ @ oo (Vi 30 Y)
jeJ keK
Ofr; (1O °—1
_Z Z aer (l{))v§ ) Xl(c )
jeJ Oz,
(w (l )+A€ v;i) x>0
_ Ok O -1
+Z Z Q@ Ckj (lﬂ)vf : ch g
jed Oz,
(w (l )+A5Lv)xk<0

where As; > 0 is arbitrarily small. Again, this is reminiscent of the one-hidden-layer case.

COMPUTING aay(fg, S

ki

10) shows up in the formula or radial directional derivative and tangential directional derivative.
ki

In this part, we compute the vector containing this value, ad!’(’;g). This derivative can be derived

Xk

from the routine of back-propagation, adapted to accommodate the non-smoothness of the activation
function.

We first compute:
095 _
8XECL)

Then, forl € {1°,1° +1,---, L — 1}, we have:

3§'k 8n](€l+1) 8X§€l+1) 35%

x®  ax® o™ gxHD

_ (w® ONEAL
_(Wl ) diag(ay, )8x,(€l+1)7

where the vector of a,(cl) may be componentwise defined as:
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at if n(l) +A (l)(AWEZO)) >0
0
apl =q0 ifnl) + anl(aw™) =

a” if nkli) +A ,(cli)(Aw(l ))

é

Here, An(l)(Aw(lo)) is the change of n,(cl.) when an arbitrarily small perturbation of Aw(lo) is ap-

) ) _

plied to w; ’. When computing radial derivative, such perturbation can be taken as Aw;
O
Ar (l ) (l ) . When computing the tangential derivative, such perturbation can be taken as AW D=
0 0
AN

C EXAMPLES OF NON-DIFFERENTIABLE STATIONARY POINTS

Here, we give two examples of non-differentiable stationary points under GD. We remind the readers
that, in the presence of non-differentiability, stationarity is defined as the absence of directions with
negative first-order directional derivatives.

C.1 A NON-DIFFERENTIABLE LOCAL MINIMUM

(Ax)4

Figure 6: A non-differentiable local minimum

In Figure |§|, we show a non-differentiable local minimum of the function f(z,y) = |z + y|, which
is the origin and denoted by the red x. It is not hard to see that GD performed on the function will
approach this point and stop there (or bounce in its vicinity, which can be taken as ”GD halts in
effect”, as phrased in Section @)

C.2 A NON-DIFFERENTIABLE SADDLE POINT

In Figure [7a] we illustrate a non-differentiable saddle point and GD’s behavior near it. The function
we investigate in this example is the following:

v+ ifzx>0andy >0
—y?>+z ifzx>0andy <0
y>?—z ifr<Oandy >0’
—y? -z ifz<0andy <0

f(J?, y) = (7

which is showed i 1n Flgure @ The origin is a non-differentiable saddle point. If we perform GD
starting from (z, y) , 1), the trajectory of GD will be as shown in Flgure | and the change
of function value durlng the GD process will be as shown in Figure [7c] The behavior of GD is
much like that near a differentiable saddle. However, one can show that, in this case, given a step
size smaller than , the non-differentiable saddle point is non-escapable by GD, even though it has
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second-order decreasing directions. This is in contrast with strict differentiable saddles, which are
almost always escapable by GD[Lee et al.| (2017;[2016)); Jin et al.| (2017); [Daneshmand et al.| (2018).

Remark C.1. Note, that the subgradient cannot be defined at the saddle point discussed here. We
remind the reader that the subgradient is defined as:

Definition C.2. Let f : R” — R be a convex function. The subgradient set of f at xq is defined as:

Of(x0) = {g €R": f(x) > f(x0) +gT(x—xp), Vx € R"}

As a matter of fact, the definition of subgradient generally fails at saddle points due to non-convexity.
One can verify that the subgradient cannot be defined for the origin of the loss landscape of our
setup in general. Since the directional derivatives toward all the directions are zero at the origin (by
Lemma[3.2), if the subgradient g can be defined, it must mean that g = 0. Taking it to Definition[C.2}
we find that, if the subgradient at the origin were g = 0, the origin would be a local minimum, which
is generally not the case. (WEjG)

15
1.0
05 =

2

00 ¥

-05

-1.0

(b) A GD trajectory
1.0
0.8
. 506
000 é 0.4
-0.4 _ -0.5 y 02
02 00 g2 g4 -10
X 005 1 2 3 4 5 6
Epochs x0*
(a) The saddle point (c) Function value during GD

Figure 7: A non-differentiable saddle point

D RARITY OF LOCAL MAXIMA

In theory, local maxima can exist in our setting [Zhou and Liang| (2018). Nonetheless, the theorem
below suggests that they are extremely rare.

Theorem D.1. If there exists some input weight vector w; in P € RP satisfying p (w; - x3) # 0
for some input Xy, then, P cannot be a local maximum.

Proof. We need to show that when the parameters P satisfies the sufficient condition in Theo-
rem [D.T] there exist perturbations leading to strict loss increase. Let us focus on one of the hidden
neurons (with the subscript of ¢) that has p (w; - xi) # 0 for some k € K. Let us also specify an
output neuron indexed with j. We will construct a strictly loss-increasing path only by modifying
h]’i.
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Here we could simply use the derivatives that we computed before and show it’s positive:

OL(P) _ Z erjp(Wi - Xi),
Ohji %
O*L(P) 9
—— = p(w; - xp)~.

Hence, we see that either the first derivative is non-zero, in which case there is a loss-increasing
direction since the loss is continuously differentiable in h;;, or the first derivative is null and the
second derivative is strictly positive, in which case we also get a loss-increasing path.

O

Remark D.2. [Liu| (2021)) proved the absence of differentiable local maxima for ||.J|| = 1, and Botev
et al.| (2017) precluded the existence of differentiable strict local maxima for networks with piece-
wise linear activation functions. Here, we provide a more generic conclusion, that if P is a local
maximum, no matter whether differentiable or not, then all input weight vectors are not “activating”
any of the inputs in the dataset, meaning y;(P) =0 forall k € K.

E INTUITION OF DEFINITION 4. 1] AND THEOREM [4.2]

When the output dimension is one, we can understand why the escape neurons, as defined, can lead
to loss-decreasing path. Let us denote the only output neuron with the subscript of jo. For the

escape neuron, we have that for some tangential direction v; fixed, 65; ) — Ejoid},(ji -v; = 0and

d}'; - vi # 0. This must mean that hj,; = 0. If we slightly perturb h,; such that it has a different
oL(P)

sign than d}'o'ii - v;, then the tangential derivative
a loss-decreasing direction.

after the perturbation is negative, indicating

F PROOF OF THEOREM [4.2]

For brevity, we use (a;),., to denote a vector that is composed by stacking together the a;’s with
leL.

F.1 PROOF OF THE SUFFICIENCY

We start by introducing the directional derivatives of the loss. Fix a unit vector A € R” in the
parameter space, along which we investigate the derivative. By doing so, we also fix the vectors
u;, v; for all ¢ € I, since the decomposition Ay,, = A, u; + A, v; is unique, i.e. there exists a
unique unit tangential vector v; orthogonal with u; = Hxi\l and unique 7;, s; > 0. By convention,
if w; =0, wesetu; = 0andr; =0. See Figure@]for a visualization of u;, v;.

The directional derivative of the loss in direction A is then defined by

OaL(P) = lim ZEPHA) = L(P)

e—0+ €

Note that the limit always exists, since, as we saw in previous sections, the partial derivatives

555)7 Léf) are always well defined. However, we stress that because of the non-differentiability,

we can have that A L(P) # —0_AL(P).

Consider a stationary point P of £ with no escape neuron. Also, consider a direction A such that
OaL(P) = 0. Directions with On L(P) > 0 (which is possible due to the positive tangential slope at
input weights) are guaranteed to increase the loss locally. Our strategy is to show that the directional
derivatives of higher orders are non-negative. For example, at order 2 this means that

 OAL(P+ed) = OL(P)

OAL(P) = lim :

0.
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/ S
W

i

[will >0 l[w:ll =0

Figure 8: Breakdown of perturbation applied on input weights. Left: Perturbation on w; with
[w;]| > 0 can be decomposed into the radial direction u; and the tangential direction v;. Right:
Perturbation applied on a zero input weight can only be decomposed into one direction v;.

As a side note, the loss of ReLLU-like networks can be understood as numerous patches of linear
network loss pieced together. Thus, moving along a fixed direction A locally exploits the loss of
a linear network, which is a polynomial with respect to all the parameters. As a result, directional
derivatives of any orders along A are always definable. ( )

Then, we need to investigate the directions A such that 82/3(?) = 0, since the loss could increase,
decrease or remain constant in those directions with higher orders. We will see that at order 3, these
directions also yield 9% £L(P) = 0, and at order 4, necessarily, 92 L(P) > 0, and since all higher
order derivatives are null, this yields the claim.

This can be seen from the Taylor expansion of the loss in the direction A, which reads for small
e>0as

— — — 1 — 1 — 1 —
L(P +eA) = L(P) + edaL(P) + 5eZaZ,C(P) + §e3agL(P) + 164835@).
F.1.1 SECOND-ORDER TERMS
We organize the Hessian matrix at P correspondingly as:
|| columns |I| columns |I4| columns
- 2 E =% | 2 E oY ! 2 -
0°L(P) | 0°L(P) | 0°L(P) } 11| rows
OhiriaOhszia 1 Or 0ot | 050 Oty
20 (P L2 P L2 P
e | 2Bl ZED L PED W pows @)
8hj1i18r12 | 8ri1 87"7;2 | 832-1 87"2'2
2 | 2,0 (P | T2,y |
9*L(P) -0 L(P) -0 L(P) } |1, rows
8hm1 85,2 : 3’!‘1’1881'2 : 881‘1 832‘2 i
Computing the second order partial derivatives. Recall the first order partial derivatives
oL(P
8l§--) = erip(Wi - Xg),
It keK
oL(P
77,(' ) _ Z hji Z erjp(u; - Xp),
¢ jeJ  keEK
oL(P) ~
s = Z hji Z €kjPw;-xp (Vi 'Xk)‘
‘ jeJ  keK
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We now compute the second-order derivatives of the loss. Recall that these derivatives are defined
for fixed radial and tangential directions, that is, the vectors u;, v;, ¢ € I are fixed. We have

82L(P) e
ar . ar . - /)(Wi 'Xk)
ahjlilahjﬂz k;eZK Jaio
= Z ]]‘{jlzjz}p(wil Xk)p(W72 'Xk)7
keK
o2L(P) O

= i p(, -
Ori Ohji,  Ohji, Z Zekﬁ jrinp(Wi, - Xp)
Jj'€J keK
= > (erip(iy - x0) iy mia} + hjiy (Wi, - X1)p(Wiy - X)) |
kek
O*°L(P) 0

- B B (v
as’ilahjiz 8hji2 7t Zekjp i k(vll Xk,)

keK
= Y ehiPwiy i (Vi X0)Li =iy + Py D Pwwry e (Viy - X0)p(Wi, - X),
keK keK
san_l sy
— = o — exjhji, p(Wi, - xx)
Or;, 0ry,,  Org i
=D i, iy p(wi, - xk)p(i, - Xx),
jeJ keEK
o2L(P) 0 _
- hz wi, X\ Viy *
85i18Ti2 6”2 jEZJk%;{ekj ji1 P i1 k(v 1 xk)
= hjihjisus, i (Vi Xe)p(Wi, - X1,
jeJkeK

?L(P 0 ~
# = Z Z ekjhji1pwi1'xk (Vi1 ' Xk?)

832-1 881'2 asiz JeT kek

= Z Z h’jll hinﬁWil-Xk (V’il : )(]C)FPJW12 Xk (ViQ : Xk)
jeJ keEK

Second order partial derivatives at the stationary point. When evaluated at the stationary point
P, two of these derivatives simplify. Firstly, we note that, if [|w;| # 0, then >, . (ex;p(u;, -

Xp) (i =iny = H“llz‘“ %fzﬁ) = 0 by stationarity. If ||w;|| = 0, |ju;]| = 0 by convention so the sum is

null as well. In any case, we have that
0?L(P)
—F— =0+ hji, p(ug, - xi)p(Wiy - Xp)-
arilahjig k%}:{ Ju1 11 2
Similarly, since we choose the direction A such that 9o L(P) = 0, we must have that 82—9 = 0.
Since there is no escape neuron, necessarily, >, - s €x;jPw,x, (Vi-Xk) = d}'z -vi = 0. This implies
that
0?L(P) ~
Do ol 0+ hjiy D Pwsy i (Vir - X0 p(Wi, - X)- 9
kEK

The Hessian matrix is positive semidefinite. Define the following three | K |-dimensional vectors:
foriel, jeJ,let

Vi, = (p(w; - Xk))kzl,..i,lK\ , (10)
Vi, i= (hyip(Wi - X))oy k) » (11)
VI = (hjibwesi (Vi X))y k|- (12)
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Then, we assemble the vectors and for 7' € J, we define the matrix

L -/ -/ K|xD'
‘/}, T ((]l{j_j,}vhji)(j,i)elh ) (Vii)iEIT ) (Véi>i€[§> € Rl I ’

where 1;_;/y is multiplied to each component of V.. The vectors are disposed such that each is
a column of V7', We thus see that the directional Hessian equation|[8|can be written as

He=> VIVi. (13)

J'eJ
Once again, like the vectors u;, v; for 7 € I, the Hessian matrix implicitly depends on the direc-
tion A. Hence, for every fixed unit vector A € RP, the Hessian matrix M is a sum of positive
semidefinite Gram matrices, and as such, is positive semidefinite.
We deduce that for all unit vector A € RP, it holds that
OAL(P) = ATH, A >0,

as claimed.

F.1.2 THIRD-ORDER TERMS

In this section, we continue our reasoning and assume that P is a stationary point with no escape
neuron and A € R” is a fixed unitary vector such that 93 L(P) = ATH,A = 0. In particular,
since H, = ZBJ V]TVJ in this case, it holds that V;A € RIX! is a zero vector for all j € J, where

V; is defined below equation We show below that this entails 03 L(P) = 0.

From the formulas for the second-order terms, we can see that there can only be six types of non-

. . 8°L(P) 8% L(P) P L(P) 3 L(P)
Zerogthlid-()rder derlvailvej’ namely’ (9]1_7'1'1 37‘1‘1 ahin ’ 8h‘ji1 arh (97”7‘,2 ’ 8}7'1'1'167’711 831‘2 ’ ahjh 85731 8hj712 ’
93 L(P) 9*L(P)
6h]‘ilasil 37’1‘2 ’ and ahjil 35i1 6812 ‘

Recall the vectors Vf;] , fo , Vg/ defined in equation and defined the following vectors

Vi, = (p(u; 'Xk))ke{1,2,--~ K)o
Vhsi = (ﬁwi'xk (Vi 'Xk))ke{l,Q,m K}

The third order partial derivatives can be conveniently expressed using them. For example, we
compute the first one

PL®) 0
8hji18ri18hji2 o oh

. Z (erjp(Wiy - Xk) + hyji, p(i, - xp)p(Wi, - X))
72 peK
= (14 Ly,2iny) Z p(w;, - xx)p(Wi, - Xg,)
kek
= (1 + ]l{il=i2}) Viry, - Vi

The other derivatives follow similar easy calculations that are left to the reader, yielding the follow-
ing results:

Jig "

% = (1+ 1g,=i0)) Vi, ~V{;i2
m = (14 Li=iy) Vi, - V32,
m = (1+ 1g,=is1) Visy, - Vi,
m — (14 Tg—iy) Vi, - VI,
m = (14 Li=0)) Vi, - VI,
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In the third order directional derivative of the loss at P in direction A, each of the above derivatives
appear. More specifically, if i1 # i3, then any of them is counted 3! = 6 times (the number of
orderings that yield the same derivative) and if ¢; = 79, then it is counted 3 times. We thus see that

82[’(?) = Z (6 Z Ahjil A”l Vhrh (Ahj’iQ thiz + A"i2 V”Q + Asiz ‘/512)
JEJ N iyisel

+2x3 Z Ay, Ari, Vi, (A

511 ‘/57‘,1 ) )
i€l

+ Z 6 Z Ah]‘ilASil Vhsil (Ahin thiz + ATQ Vriz + A51’2 ‘/512)
jedJ i1Ai2€]
+2x3§:AMnA
€Il

=6 Z Z Ah]h (Arh Vh”l + Asil Vh5i1 )‘/]A
jeJ i1,i2€l

Vi,

Ji1

+ Ay Ve + A

Ji1

Siy Vhsh (Ah]’h thil

+ A"'il Vt"il + Asil V‘Sn) )

Recall from the discussion at the start of the subsection that since P is a stationary point with no
escape neuron and since 93 L(P) = 0, it holds that

V;A =0. (14)

This shows that 93 L(P) = 0, as claimed.

F.1.3 FOURTH-ORDER TERMS

This is the last step of our argument, where we show that 32/3(?) > 0 always holds.

We compute the fourth-order partial derivatives of the loss. Note from the third order partial deriva-
9*L(P) 9*L(P)

IOr, Ol 0, * Ohyr 0, 0k, 0s;, and

tives that only three of them can be non null, namely

=
%. It is straightforward — but cumbersome therefore left to the reader — to check the
AR 21 A R}

following:

9*L(P)
T r ooy, O =) Var, - Var,
9 L(P)
= (1415 ) Vhs - Vs
8hji183i18hji2(’)si2 ( + {11712}) hsia hsia
94L(P)
=(1+1;,-3.)Vhr - Vi .
8hji18ri18hji285i2 ( * {11_12}) hria hsia
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As for the third order, depending on whether i; equals i5, the number of occurrences of these deriva-
tives changes between 4! and 4!/2, and the fourth order directional derivative reads as

— 4!
4 _ 2 2
GALE) =3 (30 WA A A A Vi, Vi, + 0255 A A2 Vi Vi,
jedJ i1#i2€T 1€l

2 2
+ E E 4!Ahj11A971A},JQASQV},Q” Vh312 + E ZiAhﬂl Aml Vhsil -\fh,,;i1
JEJ \i1#i2€l 1€l

4!
+ Z Z 4!Ahj'i1 Ar"’l Ahﬂz As'iQ V}”.?"l ’ Vhs'iQ + Z 2§Aiﬂ1 A701'1 Asil V}”"??l ’ Vhsh
JEJ \i1#iz€l 1€l

4!
- 5 Z AhJHA”lAhJ%zA“zV}”H Vh” +Ah111 5L1Ah1L2ASi2vhSi1 .Vhsiz
jeJ Niy,i2€l

+ 2Ahﬂ1 Anl Ah”2 AsiQ Vh'ril . VhsiQ)
4!
- 5 Z (A mA“l V}”'il + Ahjil Asil Vhsil) ’ (A hjiy A“zvhrlé + Ah]’iz A5i2vh5i2)
JjeJ \i1,i2€]
A~ e
9 ZVJ Vi,
jeJ

where we just introduced the vector V ;, defined by

(Z A Ar Vi, + Apy, AsthSz)

. J.
el €

We see from the above that 8A£(?) > 0, as claimed, which concludes the proof of the sufficiency
in Theorem [4.21

Remark F.1 (about Fact i.8). Note, at a stationary point, if a perturbation direction A does not
perturb the parameters of escape neurons, then the above proof also effectively shows that such a
perturbation can not strictly decrease the loss, which gives rise to Fact[4.8]

F.2 PROOF OF THE NECESSITY IN THEOREM [4.2]

The necessity of the condition in Theoremd.2] which holds in the scalar-output case, will be proved
in the following via contradiction. Namely, if P is a stationary point on the loss landscape with
at least one hidden neuron being an escape neuron, then this stationary point cannot be a local
minimum. Let us select one such hidden neuron i, associated with (h;,; and W;). To construct the
loss-decreasing path, we perturb hj,; and W; with Ahj,; and Aw; = As;v;, respectively; v; being

one of the tangential directions satisfying and ﬁ = 0 and d‘” -v; # 0. We assert that we can
design the following perturbation to strictly decrease the loss: Ahﬂ = —sgn(dY’, - v;)a, As; = b,

Jot
with a, b > 0 sufficiently small and satisfying certain conditions, which is dlSClnged below.

To study the loss change after perturbing the weights as described, we resort to Taylor expansion
again. In this case, we only need to look into terms of no higher than the second order.

For the first-order terms, we have:

9L(P) oL(P)

T, (P, AP’ = Ah; ; As;. 15
1( ) ) 8hj0i Jo 881' S ( )
Since P is a stationary point, we must have %ﬁ(P) = 0. Moreover, we have 8§(P) = 0, as this is

how we choose the tangential perturbation direction v;. Thus we have T (P, AP’) = 0.
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Then we calculate the second-order terms. Three types of second-order derivatives are involved,

2L(P) 9*L(P) and 9?2 z:(P)
thof ’ 65? ’ 8 'JDl
given that the neuron is not an escape neuron, which we can no longer do here. This causes the
Hessian matrix to be indefinite.

. Notice that, in Equation (9), we could simplify the last derivative

Notice that, we must also have h;,; = 0 to fulfill the requirements of an escape neuron in the scalar
output case. Hence, we have Vg? = 0. Thus, the second-order terms can be derived as:

9*L(P) 2 8%(?) 2 O*L(P)
(P AP/) T (Ahgoz) 833 (ASZ) + QWAhJOZASZ (163)
= Vi, Vi, (Dhji)” + VI VI (As))? +2(dY, - vi + Vi, - VIO ) AhjiAs;
(=0) (=0)
(16b)
= ||th7 242 (d}:; - vi) (—sgn(d}}; - vi)) ab (16¢)
= ||thm. —2|dj}; - vilab (16d)

Note, we have specified that both a and b are positive. Thus, if we choose these two numbers such
that:
b > 7“\[}”‘” a
20, -vil

Jot

a7)

Then we have 75 (P, AP’) being strictly negative, indicating a strictly loss-decreasing path, which
completes the proof.

Remark F.2 (about Corollary f.4). When we perturb the parameters of the escape neurons as above,
we are exploiting second-order loss-decreasing paths, which yields the statement of Corollary #.4]

F.2.1 WHY CANNOT WE PROVE THE NECESSITY FOR NETWORKS WITH MULTIPLE OUTPUT
NEURONS?

The construction of the loss-decreasing path in this section is based on the observation that the
Hessian matrix is no longer a positive semi-definite matrix when there exist escape neurons for
|J| = 1 case. However, in the case where |J| > 1, we cannot draw a similar conclusion. When
the network has multiple output neurons, there is currently no guarantee that escape neurons will
introduce negative eigenvalues in the Hessian matrix. More specifically, like the |.J| = 1 case, some

L(P)
ds;0hy;
is added with a non-zero term of d"" v;. Owing to this, we can no longer write the Hess1an matrix
as a sum of Gram matrices as in Equatlon (I3). Nonetheless, this do not necessarlly mean that the
Hessian matrix admits negative eigenvalues, which is why the necessity in Theorem 4.2] does not
hold for general cases.

term in the Hessian matrix is no longer simply a dot product of two vectors, Vj - Vp,,, but

More concretely, the Hessian matrix for a multidimensional output network at a stationary point
with escape neurons can be denoted as:

He =Y (H; +V]V)) (18)
JjeJ v )
defined to be H7.

Compared with Equation 1i Equation l) has an extra term (H ;) in the summation which con-
82L(P) 82 L(P)
Oh;;0s; 0s;0hj;

is easy to see that H 2 is not positive semi-definite as long as H is not a zero matrix.

tains the terms of d‘-’? - v; # 0 at the positions held by or in the Hessian matrix. It

Consequently, if the sufficient condition in Theorem @] is not satisfied, then the Hessian matrix
constructed based on the perturbation becomes a summation of matrices, some of which are indefi-
nite. However, there can be no theoretical guarantee that such a summation cannot lead to a positive
semi-definite matrix in the end. Thus, even if the sufficient condition in Theorem [4.2] is violated,
the Hessian matrix may still be positive semi-definite. However, despite the possibility of this case,
the chance of a summation of indefinite matrices and positive semidefinite matrices resulting in a
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positive semidefinite matrix is relatively small. Even if the Hessian matrix is positive semidefinite,
the existence of escape neurons seems to hinder us from claiming anything general regarding the
loss change incurred by the third-order terms.El This is because our current discussion regarding the
third-order terms (in Appendix relies on the description of the flat directions in the second-
order terms being Equation Qﬁch is premised on the absence of escape neurons. Hence, we
believe that local minima contradicting the sufficient condition of Theorem[.2|(the so-called type-2
local minima) should be rare if exist. The rigorous characterization regarding the’rarity” will be
conducted in the future.

G INTUITION REGARDING THE NECESSITY OF THE COORDINATE SYSTEM
DEVISED IN SECTION [3.TJFOR TAYLOR EXPANSION (BZDS8)

Taylor expansion requires the function to be differentiable. As a result, the non-differentiability of
ReLU-like networks prohibits us from directly invoking Taylor expansion (based on the canonical
coordinate system). We circumvent this problem by choosing a coordinate system whose axes cor-
respond to the radial/tangential directions of the input weights and the output weights. We clarify
this with the following example.

We study a one-hidden-layer ReLU network with 2-dimensional input and scalar output, and there
is only one hidden neuron. The input weight is wy = (w11, w12), and the output weight is /1.
There is one training sample, denoted by x; = (0.9,0.3)T and y; = 3. We fix h;,1 = 0.5 and plot
the loss as a function of (w11, w12) in both panels of FigureEl The dotted gray line segments in the
plots indicate a non-differentiable edge on the loss surface. We investigate a specific input weight
(0.15,—0.45), as is denoted by the black arrows in Figure[9]

PNWA 0o e e
[

(a) canonical axes (b) aligned axes

Figure 9: Comparison between the canonical axes and the aligned axes. The curved surface is the
loss plotted as a function of the input weight w; = (w11, w12) of the only hidden neuron, which
is non-differentiable. The black arrow (0.15,—0.45) denotes an input weight vector that has the
same direction as the non-differentiable edge (denoted by the gray dotted line segments). The green
arrows in (a) represent the canonical axes, while the red arrows in (b) represent the aligned axes
(composed of the radial directions and tangential directions of wy).

In Figure 9al we study how the movement of the input weight changes the loss with the canonical
axes (the green arrows). Each canonical axis corresponds to an input weight component. More
concretely, if we perform Taylor expansion with these axes, we will compute the partial derivatives

AL AL 9L 19
of Bk’ O(kuwis)’ O(Ewn )0(Ewa)’ etc. The “£” sign here means that we need to compute the

directional derivative along both the positive and negative directions along the axes to account for
non-differentiability. Nonetheless, these partial derivatives do not suffice to describe the function
surface since non-differentiability exists within the orthants between the axes. As a result, the di-

“Note that the fourth-order terms always lead to non-negative loss changes, as shown in Appendix
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Figure 10: An occurrence histogram showing the loss changes incurred by the 5000 perturbations.

rectional derivatives computed along such canonical axes cannot compose Taylor expansions that
accurately characterize the loss surface within the orthants.

In this paper, we study the axes that are aligned with the non-differentiability on the loss surface,
which is indicated by the red arrows in Figure[9b] Notice that these red arrows are exactly the radial
and tangential directions of the input weight w;. The loss within any orthant bounded by these
aligned axes is always differentiable. Hence, the partial derivatives with respect to these axes suffice
to compose Taylor expansion that accurately describes the function anywhere in any orthant. Such a
method is equivalent to studying differentiable functions but limiting the scope to only one specific
orthant. Specifically, we limit the scope of Taylor expansion to one orthant by taking As; \, 0%
rather than As; — 0 in Equation (3).

Some back-of-the-envelope derivation can reveal that the loss is always continuously differentiable
along the radial direction of input weights, which can also be observed in Figure 0b] Hence, the
partial derivative along the same direction as w; suffices to describe the radial derivative, which
means we do not need to study the partial derivative along the direction of —w;. However, as the
loss is not differentiable along the tangential directions, we need to study the partial derivative along
both tangential directions of w.

H VERIFYING LOCAL MINIMALITY IN A REAL CASE

The fact that the last long plateau in Figure [3a] corresponds to a local minimum can be verified
with a numerical experiment. The verification can be conducted by perturbing the parameters at the
end of the training with small noises and investigating whether such perturbations yield negative
loss change. In our experiment, we perturb all the parameters by adding noise to all of them. The
noise added to each of the parameters is independently generated from a zero-centered uniform
distribution U(—(, ¢), where ¢ > 0 is a small value making sure that the network parameters after
perturbation still stays in its neighborhood. Namely, the loss function restricted on the line segment
connecting the parameters before and after the perturbation should be C'*°, meaning the line segment
should not stretch across a non-differentiable area in the parameter space. In our case, we chose
¢ =~ 1.28 x 107*. We conducted the perturbation for 5000 times and recorded the loss change
incurred by each perturbation, which is illustrated in a frequency histogram in Figure [I0] One
can see that all of the perturbations resulted in positive loss change, agreeing with our theoretical
prediction.

I ADDITIONAL NUMERICAL EXPERIMENTS (K7XC,WEIJG, )

1.0.1 3-DIMENSIONAL INPUT, SCALAR OUTPUT

In this example, we train the network with the following x;’s as inputs:

—-0.3 —0.2 -0.6 —-04
x;=|(—-075], xo=(-02]), x3=( 10 ], x4={( 04 ],
—0.5 0.4 -1.0 0.3
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0.6 0.4 0.2
x5=|—-01], xg=(-09], xy=1 02 ].
-0.7 0.3 -0.5

The targets y;, are as follows: y; = —0.5, yo = 0.1, y3 = —0.6, y4 = 0.3, y5 = 0.8, yg = —0.3,
Yr = —0.1.

We use a one-hidden-layer ReL.U network with 50 hidden neurons whose parameters are initialized
with law A (0, (9.51 x 1071)?). The training process is visualized in Figure 11| which is quite
similar to that in Figure 3]

h
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Figure 11: Evolution of all parameters during the training process from vanishing initialization.
The network visualized here has 3-dimensional input and scalar output. The direction of w; in (b) is
the direction of its first two components. The training dynamics is similar to that in Figure[3] Saddle
escaping (marked by the vertical dotted lines) is always accompanied by the amplitude growth of

grouped small living neurons.

In short, the existence of small living neurons indicates that the stationary point is a saddle point,
while their absence means that the stationary point is a local minimum. Moreover, saddle escape
is always triggered by the amplitude increase of small living neurons. In this example, the training
trajectory escaped from four saddle points and eventually ended up at the global minimum with zero
loss.

It is worth noting that, in the above example, when escaping from the first saddle, two groups of
small living neurons (group 1 and 2) grew together, which is also consistent with Figure 4]

1.0.2 2-DIMENSIONAL INPUT AND OUTPUT

In this example, we train the network with the following x;’s as inputs:

0.3 1.0 0.6 0.4
X1=Vo05 ) *=\10) *»=\210) *={_04)"

The targets y;’s are:

(06 (05 _[(-04 _ {038
Y1 = —05)" Yo =1 _ 0/ Y3 = 0.6 ) Y4 = 02/

We use a one-hidden-layer ReLLU network with 50 hidden neurons whose parameters are initialized
with law AV (0, (9.51 x 107')2). The training process is visualized in Figure

This training process escaped from 3 saddles. Notably, the last saddle escaping involves the pa-
rameter variation of neurons that are not small living neurons, which contrasts the scalar-output

case, as escape neurons in the multidimensional output case might have non-zero output weights
(Definition [.T)).

Eventually, the training reached a local minimum. We verify that it is a local minimum by locally
perturbing the network parameter at the end of training with independently drawn noise for 5000
times. The resulting changes in loss are all positive. The occurrence histogram demonstrating the
loss changes incurred by the 5000 perturbations are shown in Figure [I3]

As it is a complicated case, we identify the escape neurons in each saddle encountered dur-
ing training. To facilitate the presentation, we first present the evolution of errors at both output
components, €1 = k1 — Y1 and eg2 = Y2 — Yx2, Which are shown in Figure [T4}
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Figure 12: Evolution of all parameters during the training process from vanishing initialization.
The network visualized here has 2-dimensional input and output. In this case, the output weights
associating with one hidden neuron have 2 components, tracked by (d) and (e). The saddle escaping
(marked by vertical dotted lines) can be caused by the amplitude increasing of small living neurons

or the splitting of neurons that already have non-negligible amplitudes. The trajectory of one neuron
is thickened in (b)-(e) for discussion.
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Figure 13: An occurrence histogram showing the loss changes incurred by the 5000 perturbations
applied to the end of training in the 2D output case.
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Figure 14: Errors at both components of output.

The first saddle point is the origin. As all the output weights are zero, we know that the % =0

for any ¢ € I and tangential direction v, (from Equation (6)). We remind the reader that vz-%is the
tangential direction implied in the tangential derivative %. We will show that there exists a specific

tangential direction v; such that d}'z -v; # 0, which makes the origin a saddle point by Deﬁnition
and Theorem [4.2]

We find ¥; = (0.85,0.51), which corresponds the angle of 1.03 rad in Figure|12b| where the group
1 neuron gathered at epoch 25k. Knowing that e;; = —0.6 and e2; = —0.5 (which can be roughly
read from Figure[T4]at epoch 25k), we have:

d‘i’g’ -v; = (e11x1 + ea1x2) - (0.85,0.51) = (—0.32,—0.2) - (0.85,0.51) = —0.37 # 0.
We thus identified the escape neurons to be the ones that have zero-amplitude parameters at this

saddle. Escaping from the first saddle was triggered by the movement of a group of small living
neurons (group 1 neurons) exploiting the loss-decreasing path offered by such escape neurons.

At the second saddle point, group 1 neurons have non-negligible amplitudes while group 2 neurons
indicate zero-amplitude neurons in the nearby saddle. In other words, if the parameters are placed
exactly at the saddle point, the parameters of group 2 neurons should all be zero. Consequently, at
the saddle point, g—i = 0 for any ¢ that denotes a group 2 neuron and any tangential direction v;
(from Equation (6)). In this case, we can find a tangential direction v; of group 2 neurons such that
di} - v; # 0. We specify that v; = (—0.65, —0.76), corresponding to 3.22 rad in Figure which
is where group 2 neurons were attracted to before the second saddle point was escaped. Reading
from Figure[I4]that e3; = 0.4 and e4; = —0.8, we have:

d¥i -V, = (es1x3 + e41x4) - (—0.65, —0.76) = (—0.48,0.56) - (—0.65, —0.76) = —0.11 # 0.

This tells us that, the neurons with zero parameters are escape neurons at the second saddle. Escap-
ing from the second saddle was then triggered by the movement of a group of small living neurons
(group 2) exploiting the loss-decreasing path offered by such escape neurons.

At the third saddle point, both groups of neurons have non-negligible amplitudes. We will show that
one of the group 2 neurons is approximately an escape neuron. It is not exactly an escape neuron
since the parameter is not exactly at the saddle point but in the vicinity. The parameter trajectory of
this specific neuron is denoted by thickened curves in Figure In this part, ¢ denotes that single
hidden neuron. The input weight of this neuron is (—0.12,0.63) (which can be computed from the

readings in Figures and [12¢), and we pick one of its tangential derivatives v; = (0.98,0.19).
We will show that dY; - v; # 0 and % (the tangential direction along V;) equals zero, making this
neuron (approximately) an escape neuron.

We can roughly read from Figures [I4a] and [T4b]that e;; = —0.18, ez = 0.12,e12 = 0.12, €92 =
0.08 at epoch 100k. With this, we can compute that

d‘fl’ -v; = (e11X1 + e21x2) - (0.98,0.19) = (0.18,0.03) - (0.98,0.19) = 0.18 # 0.
A% v = (e12%1 + €22%3) - (0.98,0.19) = (0.12,0.02) - (0.98,0.19) = 0.12.
We can also read from Figures [I2d|and [12¢]to get h1; = 0.37, hg; = —0.53. These leads to
oL
93,

= hy,dY} - ¥; + hoidyi - ¥; = 0.00.
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With these computations, we show that the neuron we study is (approximately) an escape neuron.
We can apply the same computation to any group 2 neurons at the third saddle point to find that
all of them are (approximately) escape neurons. Eventually, their movement (splitting) caused the
parameter to escape from this saddle.

With the above, we show that the experiment is consistent with our Fact[4.8] All saddle escapes are
the results of parameter variation of escape neurons in the nearby saddle point.

We can also analyze that the last stationary point at which the training process ended is a local
minimum. At the end of the training, all the input weights of the hidden neurons lie within the angle
range of (47, 117), which means that w; - x4 < 0, and {x4, y4} is the only training sample that has
not been perfectly fitted yet, as shown in Figure[I4] Thus, according to Equation (3)),

d;’; =0, forall(i,j) € I x J and all tangential directions v;. (19)

This is due to the following: the first summation of Equation (3) is zero because all the error terms
involved are zero. The second summation of Equation (3) is also zero because a~ = 0. Moreover,
d;’; = ( disqualifies all the hidden neurons from being escape neurons, according to Deﬁnition

J APPLICABILITY OF FIGURE[] TO SMALL BUT NON-VANISHING
INITTIALIZATION( )

Networks are rarely trained in the vanishing initialization regime. For one thing, the alignment of
input weights might excessively reduce the number of kinks in the learned function and prevent the
training from reaching global minima Boursier and Flammarion| (2024), as is the case in Figure @
In this section, we train the network initialized with law A (0, (8.75 x 107*)?) (by rescaling the
initialization weights in Section[f.T.T]without changing their direction)( ). The process is visu-
alized in Figure[I3] The larger initialization scale enables the network to reach zero loss. With this
example, we show how our insights derived from vanishing initialization can be applied to small but
non-vanishing initialization.

€poc
&
.
66"
€pocy
144;!'
€pocy
280"
,
:
D¢
P
;
€po,
28
41’90
;
35
6k
€Poc/
:
o
66k
€pocy
laqy
o
280"

mmmmmm

10
08 054

group 1

0.6
0.0 group 2

TN 0.4 ’ group 3

-0.51 group 4
\ 02 — — dead group

epoch ot epoch xo epoch 0 epoch

(a) loss curve (b) direction of w; (rad) ©) ||wil| ) hjys

Figure 15: Evolution of all parameters during the training process with small but non-vanishing
initialization scale. There are more groups of neurons formed compared to Figure 3] The loss
experiences repeated accelerations and decelerations, influenced by nearby saddle points. The ac-
celerations of loss decreasing roughly coincide with the amplitude increase of groups of small living
neurons.

The loss curve for this initialization scheme is shown in Figure [[5a] where one can observe the de-
crease of loss accelerated and decelerated several times. This indicates that the network parameters
were affected by several nearby saddle points. We mark the beginnings of the accelerations with
dotted vertical lines in Figure[I5a} The evolution of all the parameters is summarized in Figures[I5b]
to[I5d] Just as in Figure[3] we color-code the curves in Figures[I3b]to[I5d|based on the w; grouping.

We can observe that the accelerations of loss decreasing also roughly coincide with the amplitude
increase of small living neurons. This means that the acceleration of loss decreasing in this regime
also exploits the loss-decreasing path given by the escape neurons in the nearby saddle points,
similar to the vanishing initialization regime.

We also note two differences between small but non-vanishing and vanishing initialization. First,
with the former, the loss curve no longer has extremely flat plateaus, and the small living neurons no
longer appear extremely small in amplitude. This is because the gradient flow from small but non-
vanishing initialization does not ( ) get as close to the stationary points as does the trajectory
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from vanishing initialization [Jacot et al.|(2022). Second, the former gives rise to four living neuron
groups, corresponding to four kinks which suffices to reach zero loss; while the latter only creates
two kinks and gets stuck at a high loss. The vanishing initialization limit induces a low-rank bias
on the weights (Maennel et al., 2018; Jacot et al.,[2022; |Chistikov et al.l [2024), which is alleviated
by larger initialization scales to yield better expressivity with more kinks in the learned function. A
detailed account of this is in Appendix [K] The investigation of the minimal initialization scale that
results in global minima is a meaningful future direction.

K How LARGER INITIALIZATION SCALE ALLEVIATE THE LOW-RANK BIAS

The low-rank bias induced by small initialization is due to the distinctive dynamical pattern induced
by such initialization. The rotation speed of a neuron is, loosely speaking, O(1); while the amplitude
increase of a neuron is slower when its amplitude is smaller, as observed by Maennel et al.| (2018));
Boursier et al.| (2022); [Chistikov et al.[ (2024). Thus, given the initialization is sufficiently small,
the neurons will have enough time to gather close to the attracting angles: The attracting angles are
determined by the network function, which remains almost fixed (approximately as a zero function)
during the early alignment phase when all the neurons have negligible amplitudes. As a result,
the attracting angles are also almost fixed during this phase, and the neurons have enough time to
approach them. This process causes a lower rank in the weight, which is preserved throughout
training. With (slightly) larger initialization, the neurons’ amplitude increase becomes much faster,
and the network function will deviate from the zero function before the neurons rotate to the original
attracting angles. The rapid variation of network function gives birth to new attracting angles and
thus leads to a higher rank in the weight matrix, as shown in Figure[T3] There, the group 4 neurons
and group 3 neurons does not manage to merge with group 1 and group 2, respectively, before being
steered away by newly generated attracted angles. However, such merging took place thoroughly
with vanishing initialization (Figure [3)).

L. PROOF OF PROPOSITION

L.1 CONDITIONS FOR UNIT REPLICATION TO PRESERVE STATIONARITY

Let us denote the parameters of the stationary point before unit replication by P and the parameters
after by P'. Then, Definition 3.3 dictates that P must satisfy:

P
OL®) _o vjedier (200)
Ohji P=P
P
OL(P) =0, Vi€l (20b)
3ri P—P
OL(P) >0,V € I, Vtangential direction v; of W;. (20c)
881‘ PP

It is easy to check that, after unit replication, the above still holds for the hidden neurons within the
set I\ {io}, which are the hidden neurons untouched by unit replication, since the network function

is not changed by this process. For the rest of the hidden neurons in ?/, which are indexed by
il, € L, we can also deduce whether they conform to the conditions for stationarity. We have the
following:

dL(P) OL(P)
8hjlé Pzﬁ/ Wlé) Jlg) 5ZW 0 Jto 51 ah]lo D ( )
If [[w [| = Bil|wi, || > O, then the newly generated hidden neurons have radial directions:
OL(P) OL(P)
ora | T Z Pt iy - Wiy = Z Poiodiia Mo =2 5, 7| 570 @D
o |p=P jeJ jeJ 0 |P=P

(=0)

19See Figure[19|for the emergence of the four kinks
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AL(P)

or g
‘0

If |w; [| = Billwi,|| = O, then, by convention, the radial derivative

are set to zero without
ﬁ/
loss of rigor.

As for the tangential derivatives of the newly generated hidden neurons, we have:

oL(P OL(P
35( ) = Zhﬁédjz‘é Vi =M Zhjiodjio “Vip =N 85(, ) K (23)
io P=P  jeJ jeJ io |P=P
(=0)

where we takev; = v;,. Namely, we are implying that any tangential direction of w;i must also be
a tangential direction of w;,. This is justified by the fact that 3; > 0,V € L.

aL(P)

With the above, we can infer 55
i

> 0 for all possible tangential direction Vil ’s if and only

P=P

if either of the following is true:

1 %ﬁ? = 0, V tangential direction v;, of w;,

2.y >0,VIeL

which concludes the proof.

L.2 CONDITIONS FOR UNIT REPLICATION TO PRESERVE TYPE-1 LOCAL MINIMALITY

The necessary and sufficient condition to preserve type-1 local minimality after unit replication
is to avoid generating escape neurons and to preserve conditions for stationarity. Thus, we prove
Lemma [4.9) by seeking necessary and sufficient conditions to achieve both these two goals. Let us
denote the parameters of the stationary point before unit replication by P and the parameters after

—/
by P .
L.2.1 AvOID GENERATING ESCAPE NEURONS

First, let us consider two unit replication schemes:

1. (replicate a tangentially flat hidden neuron) Choose to replicate a hidden neuron i satisfy-

ing 68587(:) i 0, for all tangential direction v;,’s.

2. (replicate with active propagation) Let v, # 0,V 1 € L.

Proposition L.1. Unit replication process conforming to at least one of the two methods is sufficient
and necessary for avoiding escape neurons.

Proof.
Sufficiency:
Let us discuss the first way, replicating a tangentially flat hidden neuron. Since we have:
oL(P - Vi S —
88(- ) = Z hji,dj;) - vi, = 0, V tangential direction v;, of Wy, . (24)
0 P=P jeJ

Based on the definition of type-1 local minima, we know that:

d;°.v; =0, Vj € J,V tangential direction v;, of W, . (25)

Jio
vil i . . . .
After unit replication, we have: Foralll € L, (1) dji{’ = d;ié’, V 7 € J, for all tangential direction
0
Vi, of Wi,; (2) Wi = Biw;, with 8; > 0, which means any tangential direction of WL are also a
tangential direction of W;,. These, combined with Equation equation [25} leads to:

V.

d.? vy =0, VieL,VjeJ,V tangential direction v;: of W . (26)
0
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According to Deﬁnition such 4} cannot be escape neurons.

Next, let us discuss the second way, replicating with active propagation. If the replicated hidden
neuron is a tangentially flat hidden neuron, then the discussion above will already guarantee that
the unit replication process does not introduce escape neurons. Thus, we only need to focus on the
following type of neurons:

oL(P e
P = Z hmd;zu vi, > 0, for some tangential direction v;, of w;,.  (27)
570 P=P ey
In this case, for any direction v;, with as L(P) = ZjeJ hﬂodﬂ’O vi, > 0, we have that, after

unit replication, in the same direction (v, i = VZO)

IL(P) — v - v OL(P)
e =D Iy d v =) by diy vie=m 5 | #0,(28)
oo lp=P’  jeJ jeJ io |P=P
ifyy, >0,V0leL.
For any direction v;, with 65(7,0 ’ =3 jed Rjio d;;g . = 0, we know that:
dj;[‘: Vi, =0,VjeJ, (29)

since the parameter before unit replication is a type-1 local minimum. After unit replication, we
have that, in the same direction, in the same direction (Vié = Vi)

OL(P) 7 oq o OL(P)
| =2 Ryl v = Y R v = | =0, (0)
Y |p=P  jeJ jeJ io |P=P
and we also have: v,
0]

Jo

This shows that replicating with active propagation also avoids introducing escape neurons.

Thus, a unit replication strategy according to at least one of the two methods mentioned above is
sufficient to avoid generating escape neurons.

B Necessary:

We conduct this proof by contradiction. If we replicate a hidden neuron ¢ that is not tangentially
flat (described by Equation equation with v, = 0 for some [ € L, we can prove that there must

exist escape neurons in the resulting parameters. For convenience, let us specify that [ has ~; = 0.

Since Equation equation 27| holds, we can find a direction, denoted by a unit vector v;,, satisfying

Vi, - Wi, = 0 and 05-;(7‘,1:) = ZjEJ hm dJZO Vi, > 0, this must mean that there existsj’ with:

dl ¥y, #0. (32)

Jto

After unit replication, we have that, for the hidden neuron ié, the loss function’s derivative with
respect to its input weight in the direction of v; = v;, is:
"0

OL(P) — v - Vip -
ds.i - Z hjiédjié Vil = VZZ hjiodjig - Vio = 0. (33)
W o lp=P Jj&J jed
Additionally, we also have:
v & _— AaVvio | .
d}’if; V= d}‘is Vi, # 0. (34)

Equgtiqn equation and equation signifies the existence of one escape neuron i}, after unit
replication.

O
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L.2.2 PRESERVING STATIONARITY CONDITIONS

Lemmal4.9]is the sufficient and necessary conditions for preserving conditions for stationarity during
unit replication. Proposition[L.2.T]

L.3 PUTTING THINGS TOGETHER

We want to avoid generating escape neurons while preserving conditions for stationarity at the same
time. The necessary and sufficient condition for the occurrence of these two events should be the
intersection of the necessary and sufficient conditions in Proposition 1{and Lemma 4.9} which
is exactly the necessary and sufficient condition of Lemma[4.9]

/\\

( \ 4
M RESULTS REGARDING INACTIVE UNITS & O ® o 0O
There are 2 types of inactive units, depicted in Fig- - N Om © /\ -
ure [[6 . /e o .0
(2-1) Orthogonal unm{]z] o Wowi /by

Add more hidden neurons, which are indexed with i° € I°, where hﬂo is arbitrary, and w0 - x, = 0,
forall k € K.

(2-2) Negative (positive) units.
Suppose o~ = 0. Add new hidden neurons ¢~ € I~, where w,- - X3 < Oforall k € K, and h;;-
are arbitrary for all j € J. This is what we call negative units. This embedding scheme can likewise
be extrapolated for when o™ = 0, giving positive units.

Figure 16: inactive units

M.1 RESULTS REGARDING ORTHOGONAL UNITS

This type of network embedding does not generally preserve conditions for stationarity or local
minimality. Nonetheless, based on our definition of stationary points in Section[3.2]and our analysis
of local minima in Section .1} one can carry out investigations into them on a case-by-case basis
when analyzing a specific example.

Let us first discuss whether stationarity will be preserved under this network embedding scheme. Let
us denote the parameters after adding orthogonal units by P’. Since the newly added hidden neurons

satisfy w;o - x;, = O for all k € K, we know that P) =0, and aaﬁr(f)

Thus, whether the tangential derivative preserves the COIldlthIl in Definition 3.3 determlnes whether
stationarity is preserved. For the tangential derivative, we have:

AL(P)
887;0

equals Zero.

= hjd(i - vio. (35)

P=P"  jej

Stationarity would require the above to be non-negative for all possible tangential direction v;o,
which cannot be guaranteed for general cases. Certain trivial cases where definite conclusions can
be established are when the network has reached zero loss (d;’g’o = 0 for all possible v;o0) or hj;0 = 0
for all j € .J. In those cases, stationarity will be preserved.

We are not able to have general conclusions regarding whether the insertion of orthogonal units
preserves type-1 local minimality as well since orthogonal units do not specify anything regarding
whether they are escape neurons in general.

M.2 RESULTS REGARDING NEGATIVE UNITS

Proposition M.1. Suppose that o~ = 0. Adding negative units preserves the stationarity of sta-
tionary points.

. . . . =/ o -
Proof. Let us denote the parameters after the insertion of negative units by P . It is easy to check
that the parameters associated with the originally existing hidden neurons ¢ € I still satisfy the

”Orthogonal units are not discussed in Fukumizu et al.| (2019)).
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conditions for stationarity after inserting the negative units, since the negative units do not change
the network output y, for all inputs x;. For the negative units ¢~ € I, we observe the following.

dji- = Y aleyx, =0, (36)
k:
w, X >0
since this summation will be over an empty set of k. This leads to ‘Zﬁi(m _, = 0 and
i~ |lp=P
OL(P) _ =0 according to their formulae in Equation equation |4|and equation |5
or 1 g q q q
i~ |[P=P

Moreover, we have d‘;?': = dj;- for tangential direction v;-of w;—, since w;- is orthogonal to no

xy’s. This shows that the tangential derivative of the loss function with respect to w;- is also zero,
according to Equation [6]

O

Remark M.2. We remind the readers that |Fukumizu et al.| (2019) has already proved that adding
negative units will preserve the local minimality of the network.

N RESULTS REGARDING INACTIVE PROPAGATION

Inactive propagation can be carried out as shown in = a
Figure add hidden neurons i € I, where w;x e % a Py = Py
is taken arbitrarily and hj;x = 0,V j € J, as shown el VI 0 et NN
in Figure[T7 ® " e ® % e
g @ @ m) O - @
This type of network embedding also does not pre- ® /e ® - 0
serve stationarity or type-1 local minimality gener- I Cwe Ry
ally. o
We start by discussing the preservation of stationarity. Figure 17: inactive propagation

Let us denote the parameters after adding units with
inactive propagation by P’. In this case, the added
hidden neurons have hj;x = 0 for all j € J. As aresult, according to Equation |5|and Equation@
the radial derivative (which exists only when w;x # 0) and tangential derivatives (towards all
tangential directions) must all be zero. However, the derivative with respect to output weight might
not be zero:

OL(P)

ah_”x PP/

Thus, the stationarity condition is not guaranteed to hold in general after adding inactive propagation
units.

= Wix . d],LX . (37)

However, one may also notice that there are certain ways of enforcing stationarity: If we choose
w;x = 0 or w;x = fw; withi € I, 8 > 0, then we equate Equation to zero and preserves
stationarity. The former also belongs to the case of orthogonal units, and the latter also belongs to
the case of unit replication.

Then, we discuss whether type-1 local minimality is preserved. Preserving type-1 local minimality
entails preserving stationarity and avoiding escape neurons, according to Theorem [.2] We have
discussed in the above that stationarity is not necessarily preserved in general. Moreover, regard-
ing escape neurons, one can find that since an inactive propagation unit must have their tangential
derivative being zero (since hjix = 0), without further strong restriction on the djix ’s, the inactive
propagation unit is highly possibly an escape neuron.

O COMPARISON OF THEOREM 10 OF FUKUMIZU ET AL. (2019) AND
LEMMA

Fukumizu et al.|(2019) attempted to address the same question of whether local minimality is pre-
served by network embedding for our setup (which is also non-smooth) with its Theorem 10. It
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managed to find a specific scheme of unit replication that turns local minima into saddles, poten-
tially contradicting Lemma[4.9] However, one can verify that the assumption in their theorem does
not conform to our setting, which we explicate below.

Theorem 10 of |[Fukumizu et al.| (2019) requires a constructed F' matrix not to be a zero matrix to
construct positive and negative eigenvalues for the Hessian matrix at the resulting parameters after
unit replication. In this way, it is shown that the parameters after unit replication constitute a strict
saddle. Please refer to [Fukumizu et al.| (2019)) for more detail.

However, it turns out that, for the empirical squared loss, which is a widely used loss, the F matrix
is zero at a type-1 local minimum, which we prove in the rest of this section. Hence Theorem 10 of
Fukumizu et al.[(2019) cannot say anything about such a situation.

Lemma O.1. Suppose a set of parameters P is a stationary point in our setting. If an input W; is
such that xi, - w; # 0, for all k € K (an assumption also taken by Theorem 10 of |[Fukumizu et al.
(2019)), we must have that d;; = 0 for all j € J.

Proof. If w; - x3, # 0 for all k € K, then the network is continuously differentiable. Thus we must
oL(P) _

have B,

0 for all v;’s. Otherwise, it will not be a stationary point.
Moreover, the fact that the stationary point we are investigating is a type-1 local minimum gives:
dj;-v; = d;'; -v; = 0, for any tangential direction v; of W;. (38)

Moreover, since the parameter before unit replication P is a stationary point, we must have:

oL(P)
=w,; -d;; =0. 39
ahji - Wi - djj; (39)
Thus, d;;, must lies in the tangential space of W;. If dj;, # 0, then it must be parallel to some unit
vector v; satisfying v; - W; = 0, which contradicts Equation equation [38] O

Then we investigate the F' matrix. It is helpful to recap the setting of adopted as the premise of
Theorem 10 in [Fukumizu et al.|(2019)). First, they studied the ReLU activation function, meaning
a™ =1,a~ = 0. Moreover, they only discussed replicating a hidden neuron iy with

Wio-xk#O,Vk’EK, (40)

which we account for in the above helper lemma. From |[Fukumizu et al.| (2019), we know that
F € R¥*I/I has each of its column being:

op(X - W5
F ;= Z €kj7p(aw_ o) _ Z ekjXk = dji,. (41)
0 .
kel x1¢-v5£0>0

Notice that the above derivative is not hindered by the non-differentiability in the activation function
thanks to Equation equation

Remember that we have proved d;;, = 0 for all j € J, rendering F a zero matrix.

P FURTHER RESULTS REGARDING THE NUMERICAL EXPERIMENTS

P.1 THE EVOLUTION OF THE LEARNED FUNCTION

In this section, we demonstrate the evolution of the learned function for both vanishing initialization
and slightly larger initialization. We highlight the output function before and after the amplitude
increase of the grouped living neurons.

The learned functions from vanishing initialization are shown in Figure [I[8] Remember that, to
simulate vanishing initialization, we initialized all the parameters in the network independently with
law AV (0, (5 x 1075)2). In Figure we only draw the network function (using the blue line) with
respect to the first component of the input, since the second component is always 1 in the training
data to simulate the bias. Namely, in Figure[I8] we draw the following function:

g(x) =9((=,1)), z € R, (42)
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Figure 18: The evolution of the learned function during training with an initialization scale of 8 x
1076,

where g(+) is the network function in Equation equation

The five red stars are (zy, yi)’s, 2% s being the first component of all the training samples, and y;,’s
are the scalar target values. The five dots corresponds to (xg, §(xx)).

One can observe that, at epoch 42k, the network function is, approximately, a zero function. After
the amplitude increase of the group 1 neurons, by epoch 152k, the network function has learned
one kink. The amplitude increase starting from roughly epoch 152k forms the second kink of the
network function. Afterward, the network stops evolving, keeping the two kinks before the end of
training (epoch 500k).

The evolution of the learned function from a slightly larger initialization scale is shown in Figure

In this experiment, the parameters are initialized independently with law N (O7 (8.75 x 10_4). We
can observe that, with the amplitude increase of 4 groups of small living neurons at roughly epochs
14k, 66k, 144k, and 280k; there emerged 4 kinks. Notice, there should be 4 kinks in the learned
function at the end. However, only 3 of them are shown, because the rest is located too far away
from the input range we show in the image.
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Figure 19: Evolution of the learned function during the training starting with a larger initialization

scale.
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Q REPRODUCIBILITY

The code of the numerical experiments in this paper can be found at https://anonymous.
4open.science/r/ReLU_like_loss_landscape—-3B01/l
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