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Abstract

Open-access text corpora are crucial for ad-001
vancing research in natural language processing002
(NLP) and computational social science (CSS).003
Despite the growing availability of datasets,004
resources for languages other than English,005
such as German, remain scarce. This limits006
large-scale studies on linguistic, cultural, and007
societal trends and hinders research of com-008
plex issues like gender bias and discrimination.009
To address this gap, we present taz2024full,010
to our knowledge, the largest publicly avail-011
able dataset of German newspaper articles to012
date. Comprising over 1.8 million articles from013
the German newspaper "taz" spanning 1980 to014
2024. Unfortunately, including other sources in015
the corpus was impossible, as no other German016
newspaper provided free access to their data017
or allowed the publication of such a dataset.018
While access could have been obtained through019
paid licensing, this would not have guaran-020
teed full data availability, and legal restrictions021
would have prohibited the release of the corpus022
for public use. As a result, "taz" remains the023
sole source for this dataset.024

To demonstrate the potential of the corpus025
for bias and discrimination research, we anal-026
yse how references to different genders have027
evolved over more than four decades of report-028
ing. Our findings reveal a persistent imbal-029
ance, with men consistently appearing more030
frequently in articles and receiving more tex-031
tual space. However, we also observe a gradual032
shift towards a more balanced representation033
of genders in recent years. By adapting and034
scaling an existing pipeline for detecting gen-035
der bias and discrimination in news media, we036
provide researchers with a structured approach037
to studying actor representation, sentiment, and038
linguistic framing in German journalistic texts.039

The taz2024full corpus and its accompany-040
ing pipeline support a wide range of research041
applications, from studying language evolution042
to investigating media bias and discrimination.043
By making this resource publicly available and044

demonstrating its application, we aim to facili- 045
tate interdisciplinary research, foster inclusivity 046
in language technologies, and contribute to a 047
more informed selection of training data for 048
NLP models. 049

1 Introduction 050

Publicly available text corpora are invaluable re- 051

sources for advancing research in natural language 052

processing (NLP) and computational social science 053

(CSS). However, most of these resources are fre- 054

quently limited to English, restricting language- 055

specific studies in other languages, such as German. 056

The scarcity of open-access German newspaper 057

datasets has hindered research on German news 058

media’s linguistic, cultural, and societal aspects. 059

Specifically, the research on gender discrimination 060

and bias detection suffers from a lack of resources 061

as large collections of preferably diverse texts are 062

necessary to analyse these phenomena at scale. 063

Given that the term "gender" is not always used 064

uniformly, we define its usage in the scope of this 065

paper: We refer to "gender" as a social construct, 066

which is non-binary, flexible, shaped by individuals 067

and by those perceiving them, rather than a biolog- 068

ical given (West and Zimmerman, 1987; Devinney 069

et al., 2022). However, due to methodological and 070

linguistic constraints, we are limited to working 071

within a binary gender spectrum in this work. We 072

use pronouns to assume the gender of actors. As 073

we are working on German data, we are limited 074

to the commonly used pronouns in this language. 075

Since German lacks widely used non-binary pro- 076

nouns, non-binary genders could not be included 077

in our analysis. We further employ the definition of 078

"biases" as “all notions and beliefs a person has to- 079

wards another person or group of persons” (Mateo 080

and Williams, 2020). These biases can manifest 081

in (written) discrimination, wherein a person or 082

group is intentionally mistreated based on specific 083

characteristics (Reisigl, 2017). 084
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Contribution: In this work, we present a085

twofold contribution to the research area of gender086

bias and gender discrimination in written language087

and potentially also beyond:088

1. We introduce the corpus “taz2024full”, a089

comprehensive dataset that can serve as a valu-090

able resource for analysing German newspa-091

per articles published between 1980 and 2024,092

a period spanning more than four decades. Be-093

yond our use case (see below), this allows094

analysing various other phenomena in the Ger-095

man language over time.096

2. Furthermore, we demonstrate the potential097

of the corpus for bias and discrimination re-098

search by analysing how references to differ-099

ent genders have developed over more than 40100

years of newspaper reporting, examining both101

their frequency and how they are discussed.102

2 Related Work103

Most publicly available news corpora focus on En-104

glish newspapers, providing this type of diverse105

NLP research resource only for a single language.106

The "Chronicling America" dataset, provided by107

the Library of Congress, offers access to histori-108

cal newspapers and digitised pages (spanning from109

1690 to the present day) (Library of Congress).110

The "BBC News Summary Dataset" includes 2,225111

documents from 2004 to 2005, covering five top-112

ical areas (Gupta et al., 2022). The "News Cate-113

gory Dataset"1 contains around 210,000 headlines114

and descriptions from https://www.huffpost.115

com, spanning 2012 to 2022 (Misra and Grover,116

2021). The "News Articles Dataset" comprises117

articles from 2015 to 2017, scraped from https:118

//www.thenews.com.pk/, focusing on business119

and sports (Mahmood, 2017). Larger corpora such120

as RealNews, constructed from CommonCrawl121

dumps, offer 120GB of deduplicated news articles122

from 2016 to 2019, targeting large-scale training123

and evaluation of LLMs (Zellers et al., 2019). Ad-124

ditionally, the "20 Newsgroups" dataset2, widely125

used in NLP, contains approximately 20,000 doc-126

uments grouped into 20 categories, though it is127

neither based on newspaper content nor does it128

specifically look at developments over time (Lang,129

1995).130

1https://huggingface.co/datasets/heegyu/
news-category-dataset

2https://huggingface.co/datasets/
google-research-datasets/newsgroup

Regarding news datasets specifically for the 131

German language, the "One Million Posts Cor- 132

pus" is one of the most prominent examples. It 133

is derived from online discussions on the Aus- 134

trian newspaper DER STANDARD’s website. It 135

contains user posts from 2015-06-01 to 2016- 136

05-31, with 11,773 labelled and 1,000,000 unla- 137

belled entries, providing valuable insights into user- 138

generated content (Schabus et al., 2017). This is, 139

however, notably different from our resource as 140

we do not focus on user-generated content, but 141

on the articles themselves. In addition to this, 142

several linguistic newspaper corpora exist, offer- 143

ing access to German news data. These include 144

DWDS (Berlin-Brandenburgischen Akademie der 145

Wissenschaften), the TüPP-D/Z corpus (Semi- 146

nar für Sprachwissenschaft), the Mannheim Ger- 147

man Reference Corpus (DeReKo) (Kupietz and 148

Keibel, 2009), Leipzig Wortschatz (Universität 149

Leipzig et al.), TIGER (Sabine et al., 2004), and 150

others (Schiller et al., 1999; Nolda et al., 2021). 151

However, these resources are often limited to key- 152

word searches and return only sentence-level re- 153

sults, with most of them being unavailable for pub- 154

lic use. 155

These datasets highlight the diversity of re- 156

sources available for English and German news re- 157

search but also reveal limitations, such as restricted 158

access and narrow use cases. This underscores the 159

need for openly available, comprehensive datasets 160

like taz2024full to support language-specific 161

studies and address gaps in research on German 162

news media. 163

The detection of bias and discrimination in NLP 164

has received significant attention in recent years. 165

Blodgett et al. (2020), Sun et al. (2019), and Shah 166

et al. (2020) provide broad overviews of existing 167

approaches, highlighting the diverse methodologies 168

employed to identify, mitigate, and evaluate biases 169

in textual data. These works discuss various strate- 170

gies, from detecting stereotypical associations in 171

embeddings to evaluating fairness in predictive sys- 172

tems. Their surveys cover theoretical frameworks 173

and practical implementations, offering valuable 174

insights into the state of the field. 175

Despite the breadth of these reviews, none of 176

the techniques discussed are directly comparable 177

to the approach proposed by Urchs et al. (2024), 178

which we adopt for evaluating our dataset. Unlike 179

many conventional bias detection methods, which 180

focus on linguistic patterns, embeddings, or statis- 181

tical measures, the method of Urchs et al. (2024) 182

2

https://www.huffpost.com
https://www.huffpost.com
https://www.huffpost.com
https://www.thenews.com.pk/
https://www.thenews.com.pk/
https://www.thenews.com.pk/
https://huggingface.co/datasets/heegyu/news-category-dataset
https://huggingface.co/datasets/heegyu/news-category-dataset
https://huggingface.co/datasets/google-research-datasets/newsgroup
https://huggingface.co/datasets/google-research-datasets/newsgroup


combines information extraction and linguistic dis-183

course analysis to identify markers of bias and dis-184

crimination at the actor level. This actor-focused185

approach enables a more nuanced examination of186

how individuals and groups are represented in text,187

making it particularly suited for analysing bias in188

news media.189

3 Dataset190

We introduce the taz2024full newspaper corpus,191

a German newspaper corpus containing 1,834,370192

publicly available articles published between 1980193

and 2024 in the German newspaper "taz". This194

extensive dataset provides a valuable resource for195

linguistic, cultural, and societal research. It en-196

ables analyses across more than four decades of197

journalistic content. To the best of our knowledge,198

this is a unique collection of articles from a single199

news source over such an extended period, offer-200

ing insights beyond specific use cases and opening201

avenues for long-term, diachronic studies (cf. sec-202

tion 4).203

The dataset covers a wide range of historical204

contexts, including events of global significance,205

such as 9/11, the financial crisis in Europe, and206

the COVID-19 pandemic, all of which have shaped207

discourse on an international scale. Additionally,208

it encompasses events with particular relevance to209

Germany, such as the reunion, the 2015 migrant210

crisis, and several political changes, providing re-211

searchers with a lens to explore national and re-212

gional impacts on public discourse. The corpus’s213

temporal span allows for the analysis of how lan-214

guage, societal attitudes, and journalistic practices215

have evolved in response to these events.216

For our corpus, we exclusively used "taz" as a217

data source because no other German newspaper218

granted us free access to their archives. Licens-219

ing fees would have been required, and even then,220

access to the full dataset would not have been guar-221

anteed. Furthermore, publishing the corpus would222

have been prohibited due to legal restrictions on223

data redistribution.224

We have chosen not to provide a predefined train-225

test split for the dataset. Data splitting strategies226

may vary significantly depending on research ob-227

jectives and use cases. For instance, studies fo-228

cusing on the impact of specific historical events229

may require custom temporal splits, while others230

analysing long-term trends might need broader,231

cross-temporal divisions. Allowing users to de-232

fine their splits ensures maximum flexibility and 233

adaptability for diverse research applications. 234

By offering a corpus that captures the breadth 235

and depth of "taz" reporting across decades, we 236

aim to provide a foundation for a wide range of 237

studies, from exploring shifts in public discourse 238

to examining linguistic phenomena and identifying 239

patterns of bias and discrimination. This adapt- 240

ability makes the taz2024full corpus a critical 241

resource for researchers in NLP, CSS, and related 242

fields. 243

To our knowledge, this corpus is the largest Ger- 244

man newspaper corpus available. Other publicly 245

accessible German newspaper corpora do not pro- 246

vide full access to their data; instead, they typically 247

allow only keyword-based searches or sentence- 248

level queries through linguistic databases, making 249

large-scale analysis impossible. 250

3.1 Data Source 251

The "taz" (die Tageszeitung, https://taz.de/) is 252

a German daily-occurring, left-leaning newspaper 253

based in Berlin. First published on September 22, 254

1978, it transitioned to a daily publication schedule 255

on April 17, 1979 (taz, 2018). Known for its pro- 256

gressive editorial stance, "taz" has built a reputation 257

as a prominent voice in the German media land- 258

scape, with 13,800 subscribers and an additional 259

39,000 paying for digital content (taz, 2024). The 260

newspaper plans to cease daily printing on October 261

17, 2025, transitioning to an online-only format 262

while retaining a weekly Saturday print issue. This 263

transition marks a shift reflective of broader trends 264

in the news industry. 265

The "taz" newspaper is known for its diverse and 266

comprehensive reporting, covering a wide array 267

of topics. Its editorial structure is organised into 268

various sections, including breaking news, politics, 269

society, culture, and sports. Additionally, "taz" has 270

dedicated segments such as "Öko," which covers 271

economics, ecology, labour, consumption, trans- 272

port, science, and the network economy. There 273

are also regional sections focusing on Berlin and 274

northern Germany, as well as "Wahrheit," which 275

features unconventional content like satire, com- 276

mentary, and creative formats. Unfortunately, the 277

metadata we crawled did not include explicit labels 278

indicating the section in which an article was pub- 279

lished. As a result, this information could not be 280

incorporated into the dataset. Nonetheless, the cor- 281

pus reflects the full spectrum of "taz" journalism, 282

encompassing a rich variety of topics and perspec- 283
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tives.284

3.2 Data Collection285

The taz2024full corpus was created by crawl-286

ing publicly available content from the "taz" web-287

site (https://taz.de/) between August 2024 and288

November 2024. Permission has been granted to289

use and release this dataset for academic research,290

though its use for commercial purposes is strictly291

prohibited. The dataset only contains articles with292

more than three tokens (measured with SoMaJo293

tokeniser (Proisl and Uhrig, 2016)), thus exclud-294

ing articles that only contain text fragments. The295

taz2024full corpus will be publicly available on296

Zenodo for non-commercial, academic purposes3.297

The articles are stored in JSON format. Figure 1298

provides an example of the full JSON structure, il-299

lustrating how the metadata and article components300

are organised in the dataset. The metadata was ex-301

tracted directly from the HTML of the crawled302

articles, and no modifications were made to the303

entries. The JSON format contains the following304

fields:305

• "published_on": The publishing306

date, stored as a string in the format307

YYYY-MM-DDThh:mm:ss+01:00.308

• "contains_actors": A boolean indicating309

whether person entities were detected in the310

article.311

• "crawled_on": The crawling date, saved as312

a string in the format YYYY-MM-DD hh:mm.313

• "language": The language of the article, al-314

ways set to "de".315

• "type": Mostly set to "article".316

• "author": The person who wrote the article.317

• "keywords": Keywords relevant to the article,318

could be used for topic recognition.319

• "token_count": The number of tokens in the320

article.321

The article-data consists of three parts, though322

not all are always available. However, every entry323

contains at least one "text" component:324

• "title": The headline of the article.325

3put URL here for publication

• "teaser": A short description of the content 326

or a short introduction. 327

• "text": The main body of the article. 328

{
ID: {

"metadata": {
"published_on": string ,
"contains_actors": boolean ,
"crawled_on": string ,
"language": "de",
"type": string ,
"author": string ,
"keywords": string ,
"token_count": int

},
"text": {

"title": string ,
"teaser": string ,
"text": string

}
}

}

Figure 1: Structure of the elements in the corpus, in-
cluding all available metadata collected alongside the
raw texts.

3.3 Dataset Statistics 329

The taz2024full corpus consists of 1,834,026 330

newspaper articles published in the German news- 331

paper taz between 1980 and 2024 (cf. Figure 2). 332

From 1980 onwards, there was a steady increase in 333

the number of published articles, reaching a peak 334

of 73,002 in 2004. An unexpected dip occurred in 335

1991, though the reason for this anomaly is unclear. 336

After 1993, publication numbers stabilised again 337

before declining after the peak in 2004. This de- 338

cline may be linked to changes in the publishing 339

strategy, potentially involving an increase in paid 340

content from 2007 onwards. Only publicly avail- 341

able content is used for this corpus, thus leading to 342

declining article numbers from 2007 onwards. 343

The corpus contains 6,944,197 unique tokens, as 344

determined using the SoMaJo tokeniser (Proisl and 345

Uhrig, 2016). Additionally, 83% of all articles men- 346

tion specific individuals, allowing for an analysis 347

of gender bias and discrimination in how different 348

actors are represented in the article. Table 1 pro- 349

vides an overview of token, sentence, and article 350

lengths. The maximum token and sentence lengths 351

suggest that the tokeniser did not always ideally 352

segment the articles. However, an average of four 353

characters per token and 17 tokens per sentence 354

appears reasonable. 355
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Figure 2: Number of newspaper articles and articles containing actors per year from 1980 to 2024. Years before
1986 include four articles or fewer.

min max mean median
token
length

1 2,238 5.15 4

sentence
length

1 18,872 20.07 17

article
length
(token)

3 26,855 396.89 276

article
length
(sentences)

1 1,027 19.77 13

Table 1: Statistics for the taz2024full corpus.

3.4 Dataset Applications356

The taz2024full dataset offers numerous appli-357

cations for researchers in NLP, CSS, and related358

fields. Its extensive temporal span supports investi-359

gations into the evolution of the German language,360

shifts in public discourse, and changes in thematic361

emphasis. For instance, it is possible to explore362

how language has adapted over decades, whether363

specific topics follow seasonal patterns, or how364

societal events have influenced reporting.365

The dataset is particularly suited for examining366

patterns of bias and discrimination, mainly because367

it focuses on actors in texts. By leveraging this re-368

source, insights can be obtained into representation369

trends and linguistic framing over time.370

By providing this comprehensive dataset, we371

aim to support a wide range of research efforts,372

from linguistic studies to bias detection, thereby373

contributing to a deeper understanding of German374

media discourse. 375

4 Experiments 376

In our work, we build upon the pipeline introduced 377

by Urchs et al. (2024) for detecting biases and dis- 378

crimination on actor level. Rather than single En- 379

glish newspaper texts (as in Urchs et al. (2024)), we 380

apply and scale an extended version of the pipeline 381

to the German taz2024full corpus and compare 382

discrimination markers in newspaper texts through 383

more than four decades. 384

The full code is published on GitHub4. See also 385

appendix A for a sample report of 2023. 386

4.1 Data 387

We analyse the entire corpus for discrimination 388

markers to demonstrate its potential for bias and 389

discrimination research. 390

The dataset encompasses all topics covered by 391

"taz" without filtering, ensuring a comprehensive 392

representation of the newspaper’s reporting across 393

politics, culture, economy, society, and more. 394

The chosen time-frame enables a meaningful 395

comparison, capturing how taz’s reporting on ac- 396

tors has evolved over 44 years. This period includes 397

significant societal, cultural, and journalistic devel- 398

opments, which are likely to influence how gender 399

bias and discrimination manifest in the texts. 400

4.2 Method 401

Urchs et al. (2024) automate linguistic discourse 402

4https://anonymous.4open.science/r/corpus_
pipeline-1468
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analysis by applying information extraction tech-403

niques to analyse English newspaper articles for404

discriminatory content.This approach focuses on405

two key aspects of linguistic discourse analysis:406

nomination, which examines how actors in a text407

are named, and predication, which analyses how408

they are described.409

Their pipeline is designed to identify actors410

within the text by leveraging named entity recogni-411

tion (NER) to detect person entities. The authors412

utilise spaCy5 to extract all named entities from413

the text, retaining only those classified as persons.414

Additionally, generic terms referring to individuals,415

such as "mother," "father," "woman," and "man",416

are extracted. Entities that share the same name417

or name components (e. g. if only a first name is418

present or only a surname) are grouped together419

under a single actor. To further refine the analysis,420

coreferee6 is employed for coreference resolution,421

linking pronouns to the corresponding actors. This422

approach enables text analysis based on distinct423

actors rather than relying solely on pronoun fre-424

quency.425

The pipeline subsequently assumes the gender426

of the actors based on the extracted pronouns, cat-427

egorising them as woman, man, non-binary, or428

undefined. If more than 70% of the pronouns429

associated with an actor are either feminine or mas-430

culine, the actor is categorised as woman or man,431

respectively. Actors are labelled undefined if no432

pronouns are present or the thresholds for other433

categories are not met.434

Urchs et al. (2024) extract sentences mentioning435

the actors to analyse their predication. Therefore436

each sentence that either contains the name of the437

actor or a pronoun linked to the actor is extracted.438

This data is used to identify the following markers439

of discrimination across the gender categories:440

• Number of actors in text per gender category441

• Count of mentions per gender category / indi-442

vidual443

• Sentiment towards gender category / individ-444

ual7445

• Count of feminine-coded words and446

5https://spacy.io/
6https://spacy.io/universe/project/coreferee
7The spaCy pipeline component spacytextblob (https:

//spacy.io/universe/project/spacy-textblob) is used
for sentiment analysis. In our German version we use
the pre-traind model "oliverguhr/german-sentiment-bert",
which is trained on German newspaper articles, from hug-
gingface (https://huggingface.co/transformers/v3.0.
2/main_classes/pipelines.html)

masculine-coded words in the predication of 447

each gender category/individual8 448

• Abusive words in predications (not used in 449

this work) 450

These markers are then compiled into a discrimina- 451

tion report and visually represented for each text. 452

In this work, we adapt the existing pipeline to 453

analyse German newspaper articles, expanding its 454

scope from processing individual articles to han- 455

dling thousands at a time. Our adaptations include 456

the following: 457

• Gender Assumption: Instead of assuming 458

the gender of actors, we determine the pri- 459

mary pronoun used to refer to them. Addi- 460

tionally, we scanned the corpus for German 461

neo-pronouns9 and found that only five texts 462

contained such pronouns. Consequently, our 463

analysis focuses on the pronouns she/her and 464

he/him. For the results section, we categorise 465

actors primarily referred to with she/her pro- 466

nouns as women and those with he/him pro- 467

nouns as men. 468

• Pronoun Driven Analysis: We include only 469

actors for whom co-reference with pronouns 470

could be established. All other actors are not 471

part of the analysis. 472

• Generic Masculine/German Gender- 473

Neutral Language: We introduce a marker 474

to determine whether an article employs the 475

generic masculine and one for the German 476

gender-neutral language. 477

• Pairwise Mutual Information (PMI): Ad- 478

ditionally, we identify the top 10 adjectives 479

with the highest PMI in each actor’s predi- 480

cation. PMI (cf. equation 1) measures the 481

probability of two words x and y co-occurring 482

by chance or meaningfully. A higher PMI in- 483

dicates a more meaningful relation between 484

these words (Jurafsky and Martin, 2000). In 485

our pipeline, we calculate the PMI for each 486

8We utilise the lists of feminine- and masculine-coded
words provided on the Gender Decoder website https://www.
msl.mgt.tum.de/rm/third-party-funded-projects/
projekt-fuehrmint/gender-decoder/wortlisten/,
which are derived from the work of Gaucher et al. (Gaucher
et al., 2011). Their research demonstrates that women are
more frequently associated with communal traits, while men
are linked to agency-related terms.

9We used the neo-pronouns listed at https:
//gleichstellung.tu-dortmund.de/projekte/
klargestellt/neo-pronomen

6

https://spacy.io/
https://spacy.io/universe/project/coreferee
https://spacy.io/universe/project/spacy-textblob
https://spacy.io/universe/project/spacy-textblob
https://huggingface.co/transformers/v3.0.2/main_classes/pipelines.html
https://huggingface.co/transformers/v3.0.2/main_classes/pipelines.html
https://www.msl.mgt.tum.de/rm/third-party-funded-projects/projekt-fuehrmint/gender-decoder/wortlisten/
https://www.msl.mgt.tum.de/rm/third-party-funded-projects/projekt-fuehrmint/gender-decoder/wortlisten/
https://www.msl.mgt.tum.de/rm/third-party-funded-projects/projekt-fuehrmint/gender-decoder/wortlisten/
https://gleichstellung.tu-dortmund.de/projekte/klargestellt/neo-pronomen
https://gleichstellung.tu-dortmund.de/projekte/klargestellt/neo-pronomen
https://gleichstellung.tu-dortmund.de/projekte/klargestellt/neo-pronomen


actor and each adjective in their predication,487

excluding stop-words. Therefore, we can iden-488

tify the most influential adjectives for each489

actor.490

PMI(x, y) = log2
P (x, y)

P (x)P (y)
(1)491

• Aggregated Report: We introduce a human-492

readable report to facilitate easy corpus analy-493

sis.494

We deliberately chose not to use large lan-495

guage models (LLMs) for the analysis, despite496

known challenges with pronoun detection and co-497

referencing. While LLMs could potentially en-498

hance performance, we opted against them due499

to concerns about the biases they may introduce500

and the lack of transparency in their outputs. In-501

stead, we relied on well-established, interpretable502

methods, acknowledging their limitations. This de-503

cision prioritises ethical considerations and ensures504

greater methodological control.505

We conduct a yearly analysis of the whole cor-506

pus, examining changes and trends over the 44-year507

span of our corpus.508

4.3 Results509

The analysis of the corpus over the years provides510

valuable insights into how taz has written about511

women and men across the decades. Figure 3 il-512

lustrates the proportion of actors whose gender513

could be co-referenced with pronouns, distinguish-514

ing between women and men (Woman Actors/-515

Man Actors). Additionally, the figure presents516

the frequency with which these actors are men-517

tioned within texts (Woman Mentions/Man Men-518

tions)10. Before 1990, the data is too sparse to519

allow definitive interpretations. However, from the520

1990s onward, a clear trend emerges: "taz" reported521

significantly more on men than on women. This522

imbalance is present across all decades, with man523

actors not only more frequently included in articles524

but also mentioned more often. While a shift to-525

wards greater inclusion of women actors becomes526

apparent from the 2010s onwards, this pattern of527

10We differentiate between the number of actors in a text
and the number of mentions to account for cases where, for
instance, a single woman actor is referenced multiple times,
whereas multiple male actors might be mentioned only once.
Without this distinction, a text featuring one woman mentioned
ten times and another featuring ten men mentioned once each
would appear equivalent in terms of gender representation,
despite their differing narrative emphases.

men actors being both more often the subject of 528

reporting and more frequently referenced persists. 529

Even in recent years, where gender representation 530

appears almost balanced in terms of actor inclusion, 531

men continue to receive more textual space, indi- 532

cating a continued dominance in media visibility. 533

Figure 3: Comparison of the number of actors per article
based on detected genders and the frequency of their
mentions within each article.

Beyond the quantity of mentions, the sentiment 534

towards men and women in "taz" articles is also 535

revealing. Figure 4 illustrates the sentiment associ- 536

ated with women and men actors over time. Sen- 537

timent values range from -1 (highly negative) to 538

+1 (highly positive), with 0 representing neutrality. 539

The data shows that "taz" articles generally lean 540

towards a neutral but slightly negative sentiment. 541

More strikingly, across the entire 44-year period, 542

sentiment towards women actors is consistently 543

slightly more negative than sentiment towards men 544

actors. While the differences are not extreme, this 545

persistent pattern suggests that women in "taz" arti- 546

cles are, on average, portrayed in a slightly more 547

negative light than their male counterparts. 548

Figure 4: Sentiment towards the detected genders
through the years.

Looking at language use more closely, an analy- 549

sis of adjectives with the highest PMI association 550

with women and men actors reveals that these de- 551

scriptors remain relatively stable over time and do 552

not exhibit strong gender differentiation. Addi- 553

tionally, a targeted analysis of female-coded and 554
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male-coded words shows that these were used only555

rarely. This suggests that "taz" makes little use of556

explicitly gender-coded language. However, our557

analysis found no evidence that "taz" systematically558

uses German gender-neutral language. While a few559

instances of gender-neutral forms were manually560

observed, these were rare exceptions rather than561

a common practice. Despite ongoing discussions562

about inclusive language in German, "taz" does563

not appear to have adopted gender-neutral writing564

conventions in its standard editorial style.565

5 Conclusion and Future Work566

In this work, we introduced taz2024full, a com-567

prehensive German newspaper corpus spanning568

over four decades. This dataset represents a sig-569

nificant resource for linguistic, cultural, and soci-570

etal research, particularly in the areas of gender571

bias and discrimination in media. By leveraging a572

structured approach to analysing gender represen-573

tation through actor mentions and predications, we574

provided insights into how "taz" has reported on575

women and men over time. Our findings highlight a576

persistent imbalance in gender representation, with577

men not only appearing more frequently as actors578

but also receiving greater textual space.579

Furthermore, we demonstrated the adaptability580

of an existing bias detection pipeline, originally581

designed for English texts, to large-scale German-582

language data. Our extensions included modifica-583

tions tailored to the German linguistic landscape,584

such as pronoun-based gender identification and an585

analysis of the generic masculine. These enhance-586

ments offer a more refined approach to studying587

gender-related language use in German news me-588

dia.589

Looking ahead, several avenues for future re-590

search emerge. One priority is updating the cor-591

pus with new data beyond 2024 to enable ongoing592

diachronic analysis. Additionally, incorporating593

topic modelling could provide deeper insights into594

the contextual framing of gender representation.595

Since the current implementation would model top-596

ics at the sentence level, a necessary improvement597

would involve incorporating broader textual con-598

text to enhance topic coherence around actor predi-599

cations.600

Another promising direction is argument mining,601

which could refine our understanding of the im-602

plicit and explicit biases embedded in journalistic603

discourse. By identifying argument structures and604

rhetorical strategies, we could further uncover how 605

gender bias manifests in media narratives. 606

Ultimately, we hope that taz2024full serves as 607

a valuable resource for researchers in NLP, com- 608

putational social science, and related fields, facil- 609

itating future studies on bias, representation, and 610

media discourse in the German language. 611

The taz2024full corpus and its language- 612

agnostic pipeline provide a foundation for 613

analysing bias and discrimination in German news 614

media. Future work will focus on expanding the 615

corpus with newer data to ensure it remains relevant 616

and reflective of contemporary discourse. Enhance- 617

ments to the pipeline include training sentiment 618

analysis models tailored to German newspapers, 619

improving pronoun coreference resolution for Ger- 620

man texts, and incorporating argument mining for 621

discrimination detection. Additionally, we aim to 622

extend the pipeline to support multimodal analy- 623

sis by integrating text with non-textual data such 624

as images and videos, enabling a comprehensive 625

understanding of media content. 626

Use of AI 627

The authors are not native English speakers; there- 628

fore, ChatGPT and Grammarly were used to assist 629

with writing English in this work. 630

Limitations 631

The taz2024full corpus has several limitations to 632

consider when interpreting research results. Firstly, 633

the dataset reflects the views of a Berlin-based, 634

left-leaning publication and does not represent the 635

entire spectrum of German discourse. This inherent 636

bias limits its applicability for studying nationwide 637

or ideologically diverse perspectives. 638

Additionally, bias and discrimination detection 639

within corpora is inherently subjective, as no uni- 640

versally accepted gold standard exists. Different 641

users may have varying values and interpretations 642

of bias or discrimination, complicating evaluating 643

such tasks. Therefore, we are not able to decide if 644

a corpus is discriminatory or biased, as we do not 645

know the use cases for each corpus. Additionally, 646

our understanding of discrimination or bias might 647

differ from the users understanding. Thus, we limit 648

the output to a discrimination report, allowing each 649

user to determine whether any adjustments to the 650

corpus are necessary or to compare different cor- 651

pora based on the calculated metrics. 652

Further challenges arise when applying the 653
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language-agnostic, flexible pipeline to detect gen-654

der discrimination and bias in texts. Co-reference655

resolution, particularly on German data, remains656

problematic due to the lower accuracy of current657

models for this language. This can affect the preci-658

sion of gender-related analyses. Furthermore, the659

lack of directly comparable works or benchmarks660

complicates evaluating the pipeline’s performance.661

Ethical Considerations662

The taz2024full corpus is intended exclusively663

for academic research purposes, and exploiting it664

for commercial use would harm the publisher, taz665

Verlags und Vertriebs GmbH. To prevent such mis-666

use, we strongly emphasise the importance of ad-667

hering to the dataset’s intended purpose: fostering668

academic exploration and understanding.669

Defining discrimination can be addressed ab-670

stractly, but implementing the concrete pipeline671

requires concrete values and definitions. Since we672

do not know the pipeline users’ specific use cases673

and value systems, we opted for a flexible analysis674

of discrimination markers, highlighting potentially675

problematic content, thus refraining from definite676

judgments. We intentionally leave the final inter-677

pretation to human users. This allows them to apply678

their understanding of what constitutes discrimina-679

tion in their specific use cases.680

We acknowledge that our pipeline could be mis-681

used to curate datasets with specific biases or in-682

tentionally exclude particular genders. We strongly683

discourage using this system to manipulate datasets684

in ways that reinforce or amplify discrimination685

and biases. Instead, we aim to promote fairness686

and inclusivity by providing insights that help users687

curate discrimination and bias-free data sets.688

By maintaining human oversight in the evalua-689

tion process, we aim to balance automated analysis690

with ethical responsibility, ensuring that the system691

supports diverse needs while promoting fairness in692

language technologies.693
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A Corpus Report 2023807

Aggregated Report for 2023
============================================================

Total Texts: 26357
Total Actors: 17161
Pronoun Distribution: {'he_him ': 9088, 'she_her ': 8073}
Total Mentions: 109634
Mentions by Pronoun: {'he_him ': 60008, 'she_her ': 49626}

Mean Metrics:
total_actors: 1.67
total_mentions: 10.66
total_feminine_coded_words: 0.27
total_masculine_coded_words: 0.11
contains_majority_gender_neutral: 0.00
generic_masculine: 0.31
pronoun_distribution_she_her: 0.79
pronoun_distribution_he_him: 0.88
mentions_pronoun_distribution_she_her: 4.83
mentions_pronoun_distribution_he_him: 5.84
feminine_coded_words_pronoun_distribution_she_her: 0.13
feminine_coded_words_pronoun_distribution_he_him: 0.14
masculine_coded_words_pronoun_distribution_she_her: 0.05
masculine_coded_words_pronoun_distribution_he_him: 0.06
average_sentiment_all: -0.03
sentiment_by_pronoun_she_her: -0.03
sentiment_by_pronoun_he_him: -0.02

Median Metrics:
total_actors: 1.00
total_mentions: 5.00
total_feminine_coded_words: 0.00
total_masculine_coded_words: 0.00
contains_majority_gender_neutral: 0.00
generic_masculine: 0.00
pronoun_distribution_she_her: 1.00
pronoun_distribution_he_him: 1.00
mentions_pronoun_distribution_she_her: 2.00
mentions_pronoun_distribution_he_him: 2.00
feminine_coded_words_pronoun_distribution_she_her: 0.00
feminine_coded_words_pronoun_distribution_he_him: 0.00
masculine_coded_words_pronoun_distribution_she_her: 0.00
masculine_coded_words_pronoun_distribution_he_him: 0.00
average_sentiment_all: 0.00
sentiment_by_pronoun_she_her: 0.00
sentiment_by_pronoun_he_him: 0.00

Top PMI Adjectives Table:
All she/her he/him
--------------------------------------------------------------------------------
letzten junge letzten
deutschen letzten russischen
junge deutschen deutschen
russischen jungen politische
berliner deutsche berliner
deutsche berliner politischen
politische russischen ukrainischen
politischen nächsten ukrainische
jungen alten russische
nächsten alte deutsche

Listing 1: Full discrimination report of 2023.
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