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Abstract001

Large Language Models (LLMs) like Chat-002
GPT are foundational in various applications003
due to their extensive knowledge from pre-004
training and fine-tuning. Despite this, they005
are prone to generating factual and common-006
sense errors, raising concerns in critical areas007
like healthcare, journalism, and education to008
mislead users. Current methods for evaluat-009
ing LLMs’ veracity are limited by the need010
for extensive human labor, test data contamina-011
tion, or limited scope, hindering efficient and012
effective error detection. To tackle this prob-013
lem, we introduce a novel testing framework,014
FactChecker, aimed at uncovering factual inac-015
curacies in LLMs automatically and compre-016
hensively. Our extensive tests on nine promi-017
nent LLMs, including Gemini-2.0, Claude-018
Haiku-3.5, Claude-Sonnet-4.0, GPT-3.5-turbo,019
GPT-4-turbo, GPT-4o, DeepSeek-v3, Qwen-3,020
and Qwen-3-reasoning, reveal that FactChecker021
can trigger factual errors in up to 55% of ques-022
tions in these models. Moreover, we demon-023
strate that FactProbe’s test cases could ampli-024
fies the detection of factual erros across LLMs.025
All code, data, and results will be released for026
future research.027

1 Introduction028

Recent advancements in Large Language Models029

(LLMs) have propelled artificial intelligence to a030

notable milestone. For example, ChatGPT has be-031

come one of the most prominent LLMs, demon-032

strating rapid adoption with 100 million monthly033

active users within two months of its launch, mak-034

ing it the fastest-growing software in history (Gor-035

don, 2023). LLMs have significantly impacted036

various applications, including machine transla-037

tion (Jiao et al., 2023), grammatical error correc-038

tion (Wu et al., 2023) and program synthesis (Gao039

et al., 2023).040

A significant barrier to the development of LLM-041

based intelligent applications, such as dialogue sys-042

tems, is their intrinsic proneness to errors, particu- 043

larly in factual accuracy. Prior studies, for instance, 044

have shown that models like ChatGPT often pro- 045

duce plausible yet factually incorrect or nonsensi- 046

cal outputs, a phenomenon known as “hallucina- 047

tions” (Bang et al., 2023). As these models advance 048

and user trust in their outputs increases, such inac- 049

curacies could lead to more serious consequences. 050

This is especially problematic in sectors like jour- 051

nalism, academia, healthcare, and education, where 052

accuracy and reliability are paramount. Therefore, 053

identifying, analyzing, and mitigating these factual 054

inaccuracies is essential to improve the safety and 055

dependability of LLM-based intelligent software. 056

The first critical step in addressing factual inac- 057

curacies in LLMs involves systematically identi- 058

fying these errors. However, current methods for 059

triggering errors in LLMs have several shortcom- 060

ings that require attention. 1. High Cost: Existing 061

benchmarks (Lin et al., 2021; Talmor et al., 2019b; 062

Laskar et al., 2023) rely heavily on question for- 063

mulation and human annotation, demanding signif- 064

icant effort. 2. Data Contamination: LLM evalu- 065

ation often suffers from data contamination due to 066

the static nature of evaluation datasets, making the 067

results unreliable. Unlike earlier models, LLMs use 068

extensive internet-sourced corpora, potentially in- 069

cluding publicly available evaluation data (Aiyappa 070

et al., 2023; OpenAI, 2023). 3. Limited Coverage: 071

Prior research methods exhibit limitations in topic 072

and question type, such as often focusing narrowly 073

on specific relations like individuals and their birth- 074

places (Petroni et al., 2019; Kassner et al., 2021), or 075

only using multiple choice questions, which have 076

been shown to be a biased evaluation method (Li 077

et al., 2024). 4. Ineffective Error Detection Mech- 078

anisms: Most existing frameworks lack adaptive 079

and targeted strategies to identify LLM vulnerabili- 080

ties, relying instead on static or generic test cases 081

that fail to systematically probe factual inaccura- 082

cies, thus limiting their effectiveness in uncovering 083

1



Table 1: A comparison of FactChecker to other factual evaluation works on the issues of high cost, data contamina-
tion, limited coverage and lack of effective error detection

Dataset Auto Dynamic Iterative Question Multi Cover Any LLMs
Gen? Gen? Gen? Types -Hop? Topics? Tested?

LAMA Probe (Petroni et al., 2019) ✗ ✗ ✗ 1 ✓ ✗ ✗

TriviaQA (Joshi et al., 2017) ✗ ✗ ✗ 1 ✗ ✗ ✗

SQuAD2.0 (Cunxiang Wang, 2021) ✗ ✗ ✗ 1 ✓ ✗ ✗

SimpleQuestions (Cunxiang Wang, 2021) ✗ ✗ ✗ 1 ✗ ✗ ✗

HotpotQA (Yang et al., 2018) ✗ ✗ ✗ 2 ✓ ✗ ✗

Natural Questions (Kwiatkowski et al., 2019) ✗ ✗ ✗ 1 ✗ ✗ ✗

CommonsenseQA (Talmor et al., 2019a) ✗ ✗ ✗ 1 ✗ ✗ ✗

PAQ (Lewis et al., 2021) ✓ ✗ ✗ 1 ✗ ✗ ✗

Omar et al. (2023) ✗ ✗ ✗ 2 ✗ ✗ ✓

Chen et al. (2024) ✗ ✗ ✓ 1 ✗ ✓ ✓

Head-to-Tail (Sun et al., 2023) ✓ ✓ ✗ 1 ✗ ✗ ✓

Ours ✓ ✓ ✓ 3 ✓ ✓ ✓

critical errors.084

To address the issues outlined above, this pa-085

per introduces FactChecker, an automated testing086

framework designed to iteratively identify factual087

inaccuracies in LLMs. FactChecker operates by088

first creating a structured knowledge graph for each089

user-selected topic, leveraging knowledge triplets090

from databases Wikidata. These triplets, formatted091

as subject-predicate-object, form the basis of our092

framework by encapsulating entity relationships093

(e.g., “Barack Obama” - “was born in” - “Hawaii”).094

Subsequently, FactChecker generates a spectrum of095

questions, encompassing (1) Yes-No, (2) Multiple-096

Choice (MC), and (3) WH types, to probe both097

one-hop and multi-hop relations across diverse top-098

ics and entities.099

Central to FactChecker is FactProbe, an itera-100

tive algorithm inspired by the iterative probing ap-101

proach of (Chen et al., 2024), which uses LLMs and102

human annotators to identify domains where chal-103

lenge LLMs. Unlike their method, FactProbe au-104

tonomously analyzes LLM responses, initial ques-105

tions, and the knowledge graph to dynamically gen-106

erate targeted test cases that exploit identified weak-107

nesses, without requiring human intervention. For108

example, after evaluating an LLM on an initial set109

of 1,000 questions, FactProbe identifies error pat-110

terns and produces a refined question set designed111

to challenge the model’s blind spots. This itera-112

tive approach progressively increases test difficulty,113

reducing LLM accuracy (e.g., GPT-4o’s accuracy114

drops from 82.9% to 54.1%) and uncovering deeper115

knowledge boundaries.116

FactChecker ’s automated question generation117

reduces reliance on human annotation, addressing118

the high-cost issue. By dynamically generating 119

test cases from structured triplets, it minimizes 120

data contamination risks, as these triplets are less 121

likely to appear in LLM training corpora. The 122

framework’s support for diverse question types and 123

multi-hop relations ensures broad coverage, while 124

FactProbe ’s adaptive testing targets LLM weak- 125

nesses, overcoming the lack of iterative refinement 126

in prior methods. 127

We evaluate FactChecker on nine widely de- 128

ployed LLMs: gpt-3.5-turbo, gpt-4-turbo, gpt- 129

4o, deepseek-v3, claude-sonnet-4, claude-3.5- 130

haiku, gemini-2.0-flash, qwen-3 and qwen-3- 131

reasoning. Our comprehensive evaluation demon- 132

strates FactChecker effectiveness in uncovering fac- 133

tual inaccuracies. The key contributions of this 134

work are: 135

• We design and implement FactChecker, a 136

novel framework designed to automatically, 137

comprehensively, and effectively uncover fac- 138

tual inaccuracies in LLMs. 139

• We design and implement FactProbe, an in- 140

novative algorithm that iteratively refines test 141

cases to target LLM weaknesses, enhancing 142

error detection. 143

• We perform an extensive evaluation of 144

FactChecker and FactProbe across nine LLMs, 145

illustrating its effectiveness in identifying a 146

significant number of factual errors. 147

2 Approach and Implementation 148

In this section, we present FactChecker, a novel 149

framework designed to identify factual errors 150
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Figure 1: An illustration of the framework of FactChecker.

in LLMs. Figure 1 depicts the framework of151

FactChecker, which consists of three stages:152

1. Knowledge Graph Construction: Constructing153

a KG with a set of fact triplets extracted from154

an external database.155

2. Question Generation: Generating various one-156

hop and multi-hop questions from the con-157

structed KG, which are then undergone a post-158

editing module to enhance their fluency and159

grammatical correctness.160

3. Answer Assessment: Querying the LLMs under161

test and detecting the suspicious factual errors162

according to matching algorithms.163

4. FactProbe:Employing the FactProbe algorithm164

to iteratively generate questions based on identi-165

fied LLM weaknesses.166

2.1 Knowledge Graph Construction167

The initial step in FactChecker entails establishing168

a well-structured factual KG. To accomplish this,169

FactChecker employs a procedure for extracting170

factual triplets from a knowledge base. We uti-171

lize the largest and most comprehensive publicly172

available knowledge base, Wikidata1. Wikidata, as173

a comprehensive knowledge repository with more174

than 100 million items, serves as the primary source175

for the fact triplets we retrieve. The selection of176

these fact triplets is based on specific features, such177

as predefined topics.178

A fact triplet is represented in the form of (SUB-179

JECT, relation, OBJECT). For instance, the triplet180

(USA, capital, Washington D.C.) denotes the fact181

that the capital of the USA is Washington D.C.182

FactChecker enables users to obtain fact triplets183

about specific topics. When a user expresses inter-184

est in the topic of emperors, FactChecker proceeds185

to convert the “occupation: emperor” specification186

1https://www.wikidata.org/wiki/Wikidata:
Main_Page

into a SPARQL query language2, which is utilized 187

for querying related triplets in Wikidata. 188

After retrieving the triplets, a directed graph 189

is constructed by FactChecker, denoted as G = 190

(V,E), where the vertex set V comprises SUB- 191

JECT and OBJECT entities, and the edges in E 192

represent relations pointing from the SUBJECT 193

vertex to the OBJECT vertex. 194

2.2 Question Generation 195

FactChecker utilizes a rule-based approach to gen- 196

erate questions from the constructed KG. It can 197

generate various forms of questions, including dif- 198

ferent question types, i.e., Yes-No questions, MC 199

questions and WH questions, and different ques- 200

tion hops, i.e., single-hop questions and multi-hop 201

questions. After that, FactChecker also adopts two 202

steps, namely filtering and rewriting, to enhance 203

the grammatical correctness and fluency of the gen- 204

erated questions. 205

2.2.1 One-Hop Questions Generation 206

For each triplet in the constructed knowledge graph, 207

FactChecker converts it to the question form, which 208

serves as the query to the LLMs. FactChecker sup- 209

ports to generate all three types of questions, cover- 210

ing all main question types in English3, i.e., Yes-No 211

questions, MC questions, and WH questions. Ta- 212

ble 2 and Figure 3 shows the examples. 213

To generate Yes-No questions To create Yes- 214

No questions, FactChecker uses a fact triplet in 215

the format (Subject, Relation, Object), such as 216

(USA, capital, Washington D.C.). It conduct Part 217

of Speech (PoS) analysis on the relation (e.g., “cap- 218

ital”) to select an appropriate auxiliary verb, like 219

“is” for nouns or “does” for verbs, ensuring the 220

question is grammatically correct. For example, 221

from the triplet (USA, capital, Washington D.C.), 222

2https://www.wikidata.org/wiki/Wikidata:
SPARQL_query_service

3https://preply.com/en/blog/types-of-questions-in-
english/

3

https://www.wikidata.org/wiki/Wikidata:Main_Page
https://www.wikidata.org/wiki/Wikidata:Main_Page
https://www.wikidata.org/wiki/Wikidata:SPARQL_query_service
https://www.wikidata.org/wiki/Wikidata:SPARQL_query_service


Table 2: Examples of generated questions. The first column shows single-hop questions while the second column
shows multi-hop ones.

Tuple Type Question Answer

(Napoleon, native language, Corsican)

Yes-No Is Corsican the native language of Napoleon? Yes

MC
What is the native language of Napoleon?
A. Latin B. Chinese C. Corsican D. Marathi

C

WH What is the native language of Napoleon? Corsican

(Michelle Obama, spouse, Yes-No Was Michelle Obama’s spouse educated at Harvard University? Yes

educated at, Harvard University) MC
Where was Michelle Obama’s spouse educated at?
A. Harvard University B. UCLA C. Stanford University D. MIT

A

FactChecker generates the question “Is Washington223

D.C. the capital of the USA?” For relations identi-224

fied as passive verbs, the question structure adapts225

accordingly to maintain clarity.226

FactChecker not only produces inquiries expect-227

ing an answer of “Yes” but it also generates an228

equivalent number of questions anticipating an an-229

swer of “No”. To accomplish this, it selects an in-230

correct Object from the knowledge graph with the231

same relation. For instance, using the same triplet232

(USA, capital, Washington D.C.), it might iden-233

tify “London” from another “capital” relation and234

generate “Is London the capital of the USA?” This235

approach ensures diverse and challenging questions236

to test the LLM’s accuracy.237

To generate MC questions, FactChecker in-238

corporates an additional step involving analyzing239

the Named Entity Recognition (NER) for either240

the SUBJECT or OBJECT in a given fact triplet.241

This process assists in determining the appropri-242

ate Interrogative Pronoun (Int. Pron.) to be used.243

FactChecker can generate questions for querying ei-244

ther the SUBJECT or the OBJECT of a fact triplet.245

For the former case, the Int. Pron. of the question246

is determined by the NER of the SUBJECT. For247

the latter case, the Int. Pron. of the question is248

determined by the NER of the OBJECT.249

To formulate an interrogative query related to a250

specific SUBJECT, FactChecker initiates the pro-251

cess by examining the PoS of the relation to de-252

termine the appropriate AUX verb. Subsequently,253

it analyzes the NER of the SUBJECT to identify254

the appropriate Int. Pron. By combining the afore-255

mentioned information, if the relation is a noun,256

FactChecker constructs the question in the format257

of “Int. Pron.’s relation AUX OBJECT?” When the258

relation is in the passive form of a verb, the cor-259

responding question takes the form of “Int. Pron.260

AUX relation OBJECT?” Conversely, if the rela-261

tion is a verb, the question adopts the structure 262

of “Int. Pron. relation OBJECT?” Again, tak- 263

ing (USA, capital, Washington D.C.) as an exam- 264

ple, FactChecker first analyzes the relation “capital” 265

and the SUBJECT “USA” to determine the appro- 266

priate AUX, in this instance, which should be “is.” 267

Simultaneously, the identified Int. Pron. is “Which 268

country.” In compliance with the established rule, 269

the generated question for this factual triplet would 270

be “Which country’s capital is Washington D.C.?” 271

When querying the OBJECT of the fact triplet, 272

FactChecker follows a similar approach by analyz- 273

ing the NER of the OBJECT. 274

Apart from the question statement, an MC ques- 275

tion still requires four options, including one cor- 276

rect answer and three distractors. When provided 277

with a fact triplet (SUBJECT, relation, OBJECT) 278

to create the question, FactChecker retrieves the 279

distractors from other edges in the constructed 280

graph that share the same label as the relation. To 281

illustrate this approach, consider the fact triplet 282

(Donald Trump, child, Ivanka Trump). Initially, 283

FactChecker formulates the question as “Who 284

is the child of Donald Trump?” Subsequently, 285

FactChecker retrieves unrelated entities such as 286

Malia Obama (child of Barack Obama), Chelsea 287

Clinton (child of Bill Clinton), and Jennifer Gates 288

(child of Bill Gates). Randomly assigning these 289

entities as “A”, “B”, “C”, and “D,” FactChecker 290

then constructs a complete MC question for the 291

fact triplet. 292

To generate WH question, FactChecker has 293

stricter requirements for fact triplets, due to the an- 294

swer uniqueness issue, i.e., ensuring that the ques- 295

tions have a unique answer. This entails consid- 296

ering the fact triplets carefully, as not all of them 297

can be used to generate WH questions without the 298

risk of yielding multiple alternative answers. For 299

instance, instead of generating the question “What 300
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is the city of China?” for the fact triplet (China,301

city, Shanghai), it is more appropriate to generate302

the question “What is the capital of China?” based303

on the fact triplet (China, capital, Beijing).304

To achieve the above requirement, given a fact305

triplet, FactChecker will query the out-edges of the306

source entity (i.e., SUBJECT or OBJECT) in the307

graph to determine the suitability of generating a308

WH question for this fact triplet. For example, in309

the case of the fact triplet (China, city, Shanghai),310

when considering the source entity “China,” there311

are multiple out-edges labeled as “city” pointing312

to different city entities. While for (China, capital,313

Beijing), there will only be one out-edge of “China”314

labeled as “capital” pointing to “Beijing.” By guar-315

anteeing the uniqueness of the answer for the gen-316

erated question, FactChecker limits the variation317

in correct answers, making the final verification318

process much more straightforward.319

2.2.2 Multi-Hop Questions Generation320

FactChecker can also generate multi-hop questions,321

which is a type of question that requires multiple322

steps to be answered correctly. In other words,323

these cannot be answered with a simple, direct324

response and often involve a chain of reasoning or325

inference to arrive at the solution. As illustrated326

in Table 2, answering the question “Where was327

Michelle Obama’s spouse educated at?” requires328

the LLM to know the spouse of Michelle Obama329

is Barack Obama first and then know that Barack330

Obama was educated at Harvard University.331

While the general procedure is similar, there332

are notable distinctions in generating multi-hop333

questions. In multi-hop relations, one node is334

linked to the initial node through a sequence of335

relations. Hence, the triplets used for generating336

questions are presented in the format of (SUBJECT,337

relation-list, OBJECT). For instance, consider the338

triplet (Michelle Obama, spouse, educated at, Har-339

vard Law School), the entities “Michelle Obama”340

and “spouse” are concatenated to form “Michelle341

Obama’s spouse,” which becomes the new SUB-342

JECT. Then, FactChecker analyzes the PoS of “edu-343

cated at” to determine the appropriate AUX, which,344

in this case, “was.” Following the same method in345

one-hop question generation, the resulting question346

for this multi-hop fact triplet would be “Where was347

Michelle Obama’s spouse educated at?”348

2.2.3 Question Post-Editing 349

Previous works have revealed that textual test cases 350

suffer from severe grammatical errors and unnat- 351

ural issues (tse Huang et al., 2022). To ensure the 352

grammatical correctness and fluency of the gener- 353

ated questions, we consider two strategies: filtering 354

and rewriting. Filtering: FactChecker employs 355

a GingerIt API4, which is a grammar-checking 356

tool, to further examine the grammar of the gen- 357

erated questions. If a generated question is de- 358

tected with grammar mistakes, it will be directly 359

discarded. By filtering out questions with grammar 360

errors through this process, the generated questions 361

used will be more reliable and adhere to proper 362

grammar conventions. Rewriting: Apart from 363

grammar-checking tools, FactChecker offers an 364

optional rewriting module that directly asks Chat- 365

GPT to rewrite the questions without changing the 366

semantic meanings. By employing the rewriting 367

module, the formulation of the same question can 368

be more natural and diverse, potentially benefiting 369

the evaluation of the LLMs. 370

2.3 Answer Assessment 371

2.3.1 LLM Responses Collection 372

Once FactChecker has generated a significant num- 373

ber of questions in various formats, we can utilize 374

them as test cases to query LLMs. Specifically, 375

FactChecker adopts the following prompts: 376

• Yes-No questions: The following question’s 377

topic is about TOPIC. Only need to answer ’Yes’ 378

or ’No’, and don’t explain the reason. 379

• MC questions: The following question’s topic 380

is about TOPIC. Choose the only correct option 381

from the (’A’, ’B’, ’C’ or ’D’) and don’t explain 382

the reason. 383

• WH questions: The following question’s topic 384

is about TOPIC. Directly give me the answer in 385

’phrase’ or ’word’ format. Don’t explain the rea- 386

son or give me a sentence. 387

2.3.2 LLM Errors Identification 388

Once the responses from LLMs have been col- 389

lected, the evaluation process can commence, aim- 390

ing to assess the performance and identify any fac- 391

tual errors present within the system. For Yes- 392

No & MC Questions: FactChecker uses the ex- 393

act match method that compares the generated 394

4https://pypi.org/project/gingerit/
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response directly with the ground-truth answer395

to determine the accuracy of the response. For396

WH Questions: Due to the possibility of differ-397

ent variations or alternative names for the same398

entity (e.g.“Great Britain” and “United Kingdom”),399

FactChecker implement and compare five different400

methods to identify whether the response is the401

same as the answer.402

• Levenshtein distance: It is a string metric403

that quantifies the minimum number of single-404

character edits required to transform one word405

into another (Po, 2020).406

• N-grams similarity: It measures the similarity407

of two sequences by comparing the overlapping408

ratio of sub-sequences they contain (Papineni409

et al., 2002).410

• Word embedding similarity: It measures the se-411

mantic similarity between words represented as412

dense vector embeddings in a high-dimensional413

space extracted from neural networks, adopted414

in (Chen et al., 2021). FactChecker employs the415

spaCy toolkit to convert the answer into a vector416

representation using word embeddings and cal-417

culate the cosine similarity between the answer418

and the LLMs response.419

• Sentence transformer similarity: It utilizes the420

sentence transformer model5, a sentence embed-421

ding model, to represent the whole sentences in422

a vector form.423

• ChatGPT: FactChecker directly asks ChatGPT424

whether the LLM response is equivalent to the425

question answer.426

The questions that can not be answered correctly427

by the LLMs will be collected as suspicious errors428

for further human analysis.429

2.4 FactProbe430

FactProbe is an iterative algorithm within the431
FactChecker framework, designed to enhance er-432
ror detection in large language models (LLMs) by433
dynamically refining test questions. It leverages a434
knowledge graph and embedding models to iden-435
tify and exploit LLM weaknesses, generating tar-436
geted test cases for robust evaluation.437

Given a knowledge graph G = (V,E), where438
V represents entities and E contains triplets t =439
(s, r, o) with s, o ∈ V as entities and r as a re-440

lation, FactProbe refines a question set Q(l) =441

5https://github.com/UKPLab/sentence-transformers

Algorithm 1: FactProbe: Iterative Test
Case Refinement

Input :Knowledge graph G = (V,E), question set
Q(l), embedding modelM, top-k parameter
k, explore constant e, low-accuracy constant
a

Output :New question set Q(l+1)

Q(l+1) ← ∅, Eremain ← E \ {ti | qi ∈ Q(l)};
Compute Acc(r) for each relation r;
Rlow ← {r | Acc(r) ≤ percentile({Acc(r)}, a)};
for each qi ∈ Q(l) with triplet ti = (si, ri, oi) and ci

do
T ′ ← Shuffle(Eremain);
if random() < 1− e then

T ′ ← {t′ ∈ T ′ | t′[1] ∈ Rlow};
else if random() < e then

T ′ ← {t′ ∈ T ′ |
t′[1] is unexplored relation};

if not ci then
C ← TopKSimilar(si, k,M);
T ′ ← {t′ ∈ T ′ | t′[0] ∈ C};

for (s′, r′, o′) ∈ T ′ do
Generate question q′ for (s′, r′, o′) with

type qi.type;
if q′ ̸= Null then

Q(l+1) ← Q(l+1) ∪ {q′};
Eremain ← Eremain \ {(s′, r′, o′)};
break;

return Q(l+1);

{q1, . . . , qn} at iteration l into a new set Q(l+1). 442

Each question qi ∈ Q(l) corresponds to a triplet 443
ti = (si, ri, oi), with a correctness indicator ci 444
derived from LLM responses as described in Sec- 445
tion 2.3. An embedding model M, trained via 446
QuatE (Zhang et al., 2019) in PyKEEN (Ali et al., 447
2021), selects semantically similar entities for chal- 448
lenging distractors. 449

FactProbe operates by first analyzing the per- 450
formance of the large language model (LLM). It 451
computes the accuracy, denoted as Acc(r), for 452
each relation r based on the correctness of prior 453
questions. Next, it identifies low-accuracy rela- 454
tions by defining the set Rlow = {r | Acc(r) ≤ 455
percentile({Acc(r)}, a)}, where a ∈ [0, 1] repre- 456
sents the low-accuracy threshold. For each ques- 457

tion qi ∈ Q(l), FactProbe selects new triplets from 458

the remaining set Eremain = E \ {tj | qj ∈ Q(l)}. 459
With probability 1 − e, it prioritizes triplets with 460
relations r′ ∈ Rlow to exploit known LLM weak- 461
nesses, while with probability e, where e ∈ [0, 1] 462
is the exploration constant, it selects triplets with 463
unexplored relations to diversify testing. For ques- 464
tions answered incorrectly (ci = 0), FactProbe 465
employs the embedding model M to select enti- 466
ties s′ with high cosine similarity to si, ensuring 467
challenging distractors. Finally, it generates a new 468
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question q′ for the selected triplet (s′, r′, o′), main-469
taining the same question type as qi to preserve470
structural consistency. The algorithm is detailed in471
Algorithm 1.472

3 Evaluation473

3.1 Experimental Setup474

Software and Models Under Test To assess475
the effectiveness of the FactChecker, we employ476
it to evaluate nine widely-utilized LLMs models:477
gpt-3.5-turbo-0125, gpt-4-turbo-2024-04-09, gpt-478
4o-2024-11-20, deepseek-v3-0324, claude-sonnet-479
4-20250514, claude-3-5-haiku-20241022, gemini-480
2.0-flash, qwen3-32b and qwen3-32b-reasoning.481
All are with the default temperature.482

Test Cases Generation To comprehensively483
evaluate LLMs’ performance, we conduct experi-484
ments by generating questions from three big do-485
mains: Humanity, Social Science and Science, tech-486
nology, engineering, and mathematics (STEM). We487
use FactChecker to generate 1000 questions for488
each question type within each domain. FactProbe489
will generate 1000 new questions for each question490
type within each domain to support a same scale491
comparison.492

Preliminary Experiments we conducted an ini-493
tial experiment to validate the effectiveness of the494
rule-based method for question generation, the ef-495
fectiveness of grammatical filtering and polishing496
modules, and the effectiveness of matching met-497
rics for WH questions. The details can be found in498
Appendix E.499

3.2 Effectiveness of FactChecker500

This section investigates whether FactChecker can501
effectively trigger factual errors from and provide502
insight about LLMs.503

FactChecker can unveil various factual errors504
in different LLMs. After posing diverse sets of505
questions to various LLMs and collecting their cor-506
responding responses, FactChecker evaluates the507
accuracy of these responses and effectively detects508
instances where factual errors occur. As illustrated509
in Table 3, FactChecker successfully identifies a510
significant number of factual errors across both511
commercial and research-oriented LLMs. Notably,512
even the highest-performing LLM in the evaluation513
achieves an accuracy of less than 70%.514

GPT4o performs better than other LLMs. In515
the comparative analysis of various LLMs, gpt-516
4o outperforms other LLMs, exhibiting a notable517
accuracy of 69.0%. The subsequent positions are518
occupied by gpt-4-turbo which secures the second519
place, with an accuracy of 67.5%, in conjunction520
with their development and updated counterparts.521

Table 3: The factual accuracy of different LLMs on
single-hop questions.

LLM Question Type Hum. Soc. Sci. Stem Ave Summary

GPT-3.5
Yes-No 72.2 74.1 73.9 73.4

60.1MC 68.6 67.0 60.5 65.4
WH 45.3 44.3 35.3 41.6

GPT-4o
Yes-No 84.4 82.1 79.4 82.0

69.0MC 82.9 79.2 72.6 78.2
WH 50.8 51.4 38.4 46.9

GPT-4
Yes-No 81.0 80.7 81.0 80.9

67.5MC 79.2 77.6 70.9 75.9
WH 49.1 48.4 39.3 45.6

DeepSeek-V3
Yes-No 76.2 75.6 77.2 76.3

61.1MC 65.0 65.0 55.5 61.8
WH 51.7 44.9 39.0 45.2

Claude-3.5-Haiku
Yes-No 76.9 78.9 76.5 77.4

62.4MC 71.2 69.9 62.9 68.0
WH 45.5 45.4 34.1 41.7

Claude-Sonnet-4.0
Yes-No 78.1 79.0 78.9 78.7

66.5MC 75.3 74.3 65.2 71.6
WH 52.8 50.2 44.3 49.1

Gemini-2.0
Yes-No 81.3 78.9 76.0 78.7

66.2MC 77.7 75.6 69.6 74.3
WH 48.8 50.3 37.7 45.6

Qwen-3
Yes-No 74.4 72.9 74.5 73.9

59.9MC 67.4 66.0 64.9 66.1
WH 42.0 41.2 35.7 39.6

Qwen-3-Reasoning
Yes-No 72.8 75.1 76.6 74.8

58.3MC 63.9 62.6 61.2 62.6
WH 41.8 37.2 33.1 37.4

WH questions are much harder for LLMs. 522
Comparing the results across different question 523
types, all LLMs exhibit the lowest performance on 524
WH questions, with an average accuracy of 37.4%, 525
suggesting that this particular question type poses 526
a considerable challenge for LLMs. 527

Multi-hop questions are more challenging 528
for LLMs. In addition to single-hop questions, 529
FactChecker has the capability to generate multi- 530
hop questions. To assess the effectiveness of multi- 531
hop questions, we employ FactChecker to gener- 532
ate 1000 such questions per domain and per ques- 533
tion type, utilizing them to query all LLMs, subse- 534
quently evaluating the accuracy of their responses. 535
As demonstrated in Table 4, it is evident that all 536
LLMs experience a higher incidence of factual er- 537
rors when faced with 2-4 hop questions, in compar- 538
ison to single-hop questions. 539

Moreover, The results reveal a decreasing trend 540
in factual accuracy as the number of hops increases 541
for all LLMs. Notably, the decline is steeper from 542
1-hop to 2-hop questions, with a more gradual slow- 543
down in the drop as we move from 2-hop to 4-hop 544
questions. This indicates that while multi-hop rea- 545
soning introduces greater complexity and leads to 546
more factual errors, the rate of decline in accuracy 547
becomes less pronounced with increasing hops. 548

3.3 Effectiveness of FactProbe 549

This section investigates the effectiveness of Fact- 550
Probe in enhancing the detection of factual errors 551
and providing deeper insights into LLM limitations, 552
building on FactChecker’s established capabilities. 553

FactProbe amplifies the detection of factual 554
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Table 4: The factual accuracy of different LLMs on
multi-hop questions.

LLM
Hop

1-hop 2-hop 3-hop 4-hop

GPT-3.5 69.4 60.2 46.5 44.8

GPT-4o 80.1 66.6 54.2 53.6

GPT-4 78.4 65.9 52.8 52.2

DeepSeek-V3 69.1 54.1 39.1 37.5

Claude-3.5-Haiku 72.7 55.0 47.0 44.3

Claude-Sonnet-4.0 75.1 62.0 43.9 36.1

Gemini-2.0 76.5 64.2 51.8 49.6

Qwen-3 70.0 59.6 48.7 46.2

Qwen-3-reasoning 68.7 56.6 45.8 43.1

errors across LLMs. Leveraging FactChecker’s555
foundation, FactProbe iteratively refines question556
sets based on initial LLM responses, targeting iden-557
tified weaknesses to uncover a higher incidence of558
factual errors. Starting with 1000 questions per559
topic, subsequent trials show a marked decline560
in accuracy, as seen in Tables 8. For instance,561
GPT-4o’s accuracy drops from 84.4% to 65.8%562
on Yes-No questions and from 82.9% to 54.1% on563
Multiple-Choice questions over five trials, demon-564
strating FactProbe’s ability to progressively expose565
vulnerabilities of LLMs.566

FactProbe exacerbates challenges with567
WH and multi-hop questions. Extending568
FactChecker’s finding that WH questions (average569
accuracy 37.4%) and multi-hop questions pose570
significant difficulties, FactProbe intensifies these571
challenges. Across trials, WH question accuracy572
plummets (e.g., GPT-3.5 from 45.3% to 7.5%),573
while in Table 9, multi-hop accuracies decline574
sharply than single-hop (e.g., GPT3.5 from 64.2%575
to 26.4% on 2-hop MC questions), underscoring576
FactProbe’s effectiveness in probing complex577
reasoning weaknesses.578

3.4 Validity of Identified Factual Errors579

In this section, we investigate whether the factual580
errors exposed by FactChecker are true failures581
through manual inspection. We manually inspect582
the 100 failure cases to study their validity. Specifi-583
cally, we recruit three annotators, with Bachelor’s584
degrees or above and proficiency in English, to an-585
swer the questions manually with the help of the586
Internet, then discuss their answers to resolve the587
disagreement, and finally annotate each failure case588
as a valid error or false negative. The result shows589
that among 100 randomly generated cases, 93 cases590
are valid errors, indicating that the identified factual591

errors are reliable. 592

4 Related Work 593

The prevalent approach of factual evaluation in- 594
volves reference-based techniques, which rely on 595
benchmarks created through manual question de- 596
sign or test input labeling (Clark et al., 2019; Mc- 597
Coy et al., 2019; Lin et al., 2021; Talmor et al., 598
2019b; Laskar et al., 2023). Despite their utility, 599
these methods demand substantial human effort 600
and are dependent on the development of compre- 601
hensive benchmarks. Lewis et al. (2021) is a pi- 602
oneering work that automatically generates mas- 603
sive question-answer pairs to evaluate open-domain 604
question-answering models. Recently, Sun et al. 605
(2023) and Omar et al. (2023) also adopted knowl- 606
edge graphs to evaluate the factual correctness of 607
LLMs. However, their scope of question types and 608
topics, testbed models, and evaluation methods are 609
limited, compared with FactChecker. 610

Additionally, static benchmarks are prone to 611
data contamination, posing challenges in accurately 612
evaluating LLMs and efficiently identifying errors. 613
Recent advancements have seen the emergence of 614
automatic test case generation, independent of man- 615
ually pre-annotated labels (Chen et al., 2021; Liu 616
et al., 2022; Shen et al., 2022). However, these 617
techniques still depend on existing benchmarks for 618
question formulation, limiting the breadth of test 619
case generation. 620

To sum up, our approach differs significantly in 621
several key aspects: (1) Scope: FactChecker offers 622
a more extensive scope, capable of generating three 623
types of questions on any topic, as opposed to their 624
method which is restricted to probing specific rela- 625
tionships, like “place of birth” or “date of birth”, in 626
a cloze-style format. (2) Testbed: FactChecker 627
evaluates six leading LLMs, while most of the 628
previous works focused solely on the traditional 629
models. (3) Testing Logic: FactChecker is an auto- 630
mated testing framework designed to dynamically 631
generate a diverse array of test cases each time it is 632
run, aiming to avoid data contamination. 633

5 Conclusion 634

In this paper, we design and implement 635
FactChecker, an automated framework dedicated 636
to uncovering factual errors in LLMs. Distinct 637
from previous approaches that depend on extensive 638
human annotation or are prone to data contami- 639
nation, FactChecker leverages a structured KG to 640
autonomously generate a wide array of questions 641
spanning various topics and relations. We con- 642
ducted comprehensive evaluations using six promi- 643
nent models. Our empirical findings reveal that 644
FactChecker can successfully identify factual er- 645
rors and enhance the factual accuracy of LLMs. 646
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Limitations647

This paper has two primary limitations that offer648
avenues for future research:649

• The effectiveness of FactChecker is affected650
by the quality of the knowledge graph651
(e.g.Wikidata), which is hard to guarantee. Please652
refer to our discussion in Appendix A.653

• This paper does not provide any novel method to654
improve the factual correctness of LLMs. More655
effective and efficient methods are needed to fur-656
ther enhance the factual correctness of LLMs.657
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A Threats to Validity812

The validity of this work may be subject to several813
potential threats.814

The first concern is the reliance on NLP tech-815
niques employed by FactChecker for error detec-816
tion. Given the inherent limitations of NLP meth-817
ods, FactChecker might generate false positives or818
overlook errors, resulting in false negatives. This is819
particularly evident in scenarios where varying in-820
terpretations of correct responses to WH questions821
challenge accurate validation. To mitigate this is-822
sue, we evaluated the efficacy of several prominent823
similarity methods, selecting the most effective one824
based on performance metrics. Additionally, we825
conducted human annotation to demonstrate that826
FactChecker achieves high accuracy in error detec-827
tion, as evidenced by the results.828

The second threat is from the implementation829
of FactChecker, which covers only one knowledge830
base, Wikidata. Like any knowledge base, Wiki-831
data is prone to factual inaccuracies or suffers from832
incomplete data, leading to sub-optimal question833
generation. Additionally, it is vulnerable to issues834
like data leakage. To address these two concerns,835
we adopt strategies respectively: (1) FactChecker is836
designed for flexibility, allowing easy substitution837
of Wikidata with alternative knowledge bases. In-838
corporating multiple knowledge bases can enhance839
the robustness and quality of the generated ques-840
tions. (2) One advantage of Wikidata is the graph841
format for information storage, a method not ex-842
tensively employed in training most LLMs despite843
its public availability. Our primary contribution844
lies in the development of an automated testing845
framework. This framework aims to minimize the846
human effort needed to identify factual inaccura-847
cies within LLMs. Essentially, FactChecker flags848
potential errors, which are then subjected to further849
human analysis to assess their validity.850

The third limitation of our study is the limited ex-851
ploration of various LLMs during evaluation. Our852
current analysis does not encompass a broad assess-853
ment of FactChecker’s performance across numer-854
ous systems. To address this limitation, we focus855
on testing the most prevalent conversational LLMs856
and SOTA academic models developed by major857
corporations. Future work, utilizing FactChecker,858
could expand this scope to include additional com-859
mercial and research models, thereby enhancing860
the robustness of our findings.861

B Illustration of The Retrieval Process of862

Fact Triplets.863

A fact triplet is represented in the form of (SUB-864
JECT, relation, OBJECT). For instance, the triplet865
(USA, capital, Washington D.C.) denotes the fact866

Figure 2: The retrieval process for fact triplets.

that the capital of the USA is Washington D.C. 867
FactChecker enables users to obtain fact triplets 868
pertaining to specific topics. As illustrated in Fig- 869
ure 2, when a user expresses interest in the topic 870
of emperors, FactChecker proceeds to convert the 871
“occupation: emperor” specification into a SPARQL 872
query language6, which is utilized for querying re- 873
lated triplets in Wikidata. The resulting SPARQL 874
query will retrieve all accessible fact triplets about 875
emperors, including examples such as “Napoleon, 876
place of birth, Ajaccio” and “Peter the Great, father, 877
Alexei I of Russia”. 878

C Illustration of the Rule-Based Method 879

for Question Generation 880

FactChecker utilizes a rule-based approach to gen- 881
erate questions from the constructed KG. It can 882
generate various types of questions, including dif- 883
ferent question types, i.e., Yes-No questions, MC 884
questions and WH questions. For each triplet in 885
the constructed knowledge graph, FactChecker con- 886
verts it to the question form according to their POS 887
and NER features. Figure 3 shows some examples 888
of FactChecker’s question generation method. 889

D Details of Selected Topics 890

To comprehensively evaluate LLMs’ performance, 891
we conduct experiments by generating questions 892
from three domains: Humanity, Social Science and 893
Science, technology, engineering, and mathematics 894
(STEM), and each domain consists of not less than 895
three topics, the details and examples of which are 896
shown in Table 5 897

E Preliminary Experiments 898

In this section, we conducted an initial experiment 899
to validate our choice of employing a rule-based 900
method for question generation as opposed to di- 901
rectly instructing ChatGPT to craft questions from 902
fact triplets. Additionally, we conducted experi- 903
ments to assess the effectiveness of our grammar- 904

6https://www.wikidata.org/wiki/Wikidata:
SPARQL_query_service
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Figure 3: The proposed rule-based method for Question Generation.

Table 5: Selected topics for evaluation.

Domain Topic Example

Hum.
Art Monna Lisa
History World War II
Philosophy Plato

Soc. Sci
Psychology Sigmund Freud
Sociology Elitism
Geography Earthquake

STEM
Mathematics Pythagorean theorem
Physics Planck constant
Computer Science Dijkstra’s algorithm

checking and polishing modules. We also meticu-905
lously investigated the comparison of five evalua-906
tion metrics.907

E.1 Can ChatGPT outperform the proposed908
rule-based methods on question909
generation?910

Given the capabilities of ChatGPT, an alterna-911
tive approach for generating questions from fact912
triplets involves instructing ChatGPT to generate913
the desired questions based on the extracted fact914
triplets. To verify the viability of this approach, we915
prompted ChatGPT to generate 200 questions from916
fact triplets and compared the results with the rule-917
based method we proposed. Subsequently, we en-918
listed the assistance of three annotators, each hold-919
ing a Bachelor’s degree or higher and proficient in920
English, to independently evaluate the quality of921
the generated questions. Any discrepancies in their922
assessments were resolved through discussion. The923
results indicate that while ChatGPT is capable of924
producing some high-quality questions from fact925
triplets, it may occasionally deviate from our in-926
structions, introducing unreliability. Among the927
200 questions generated, the annotators found that928
26 did not align with our expectations. On the other929
hand, despite introducing some grammatical errors,930
the rule-based method produced questions where931
98.5% adhered to the intended semantic meaning.932

E.2 Are the modules of grammar-checking 933
and rephrasing effective? 934

In order to address potential grammatical errors 935
introduced by rule-based approaches in question 936
generation, we have implemented and compared 937
two modules within our method. The first approach 938
incorporates the use of a grammar checker API to 939
filter out questions exhibiting grammatical errors. 940
Following this filtering process, the remaining ques- 941
tions maintain a high level of quality. However, this 942
approach has a drawback as it tends to be overly 943
sensitive, leading to the elimination of approxi- 944
mately 50% of all generated questions, resulting 945
in a notable false positive rate. The second alter- 946
native entails instructing ChatGPT to paraphrase 947
the generated questions, thereby rectifying gram- 948
matical errors and enhancing the natural sound of 949
the questions. Our hired annotators observed that 950
by directly leveraging ChatGPT for paraphrasing, 951
the question formats became more diverse, and 952
all 48 questions initially containing grammar er- 953
rors were successfully corrected. The final results 954
demonstrate that relying solely on the rewriting 955
approach yields better overall performance. Thus, 956
FactChecker adopts the rewriting powered by Chat- 957
GPT to obtain fluent test cases. 958

E.3 Which similarity metric performs the 959
best? 960

Due to the diverse nature of the responses gener- 961
ated for WH questions, utilizing a straightforward 962
exact match criterion is not sufficient for addressing 963
these variations effectively. As a result, we com- 964
pare five distinct evaluation methods described in 965
Section 2.3.2. The objective is to identify the most 966
effective method that yields satisfactory results. To 967
conduct the evaluation, we randomly selected 500 968
questions along with their corresponding gener- 969
ated responses from LLMs and the ground-truth an- 970
swers. Subsequently, the recruited three annotators 971
are required to annotate whether the generated re- 972
sponse matches the ground-truth answers. Finally, 973
we obtained 238 cases that the responses are anno- 974
tated as not aligned with the ground truth. Then, we 975
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Table 6: Performance of different evaluation methods.

Evaluation Method Precision Recall F1

Levenshtein distance 72.6 99.2 83.8
N-grams 61.7 100 76.3
Word embedding 72.8 91.2 81.0
Sentence transformer 78.2 97.9 87.0
ChatGPT 100 65.5 79.2

use the annotated 500 data as a benchmark to eval-976
uate the performance of the five matching methods.977
The results are shown in Table 6, demonstrating978
that the sentence transformer method exhibits the979
most promising performance, with the highest F1980
score. In other words, the sentence transformer981
can successfully identify nearly all the incorrect982
responses while maintaining a smaller number of983
false positive cases. Thus, FactChecker adopts the984
sentence transformer as the matching metrics for985
WH questions.986

F Comprehensive Evaluation Results987

This section evaluates FactChecker’s effectiveness988
in measuring the factual accuracy of Large Lan-989
guage Models (LLMs) across single-hop, 2-hop,990
and multi-hop questions. We begin with perfor-991
mance trends for multi-hop questions, detailed by992
domain and question type, followed by results for993
single-hop and 2-hop questions. We also highlight994
FactProbe’s role in generating and refining ques-995
tions for single-hop and 2-hop scenarios, demon-996
strating its ability to uncover LLM inaccuracies.997

F.1 FactChecker’s Multi-Hop Question998
Performance999

Table 7 presents the factual accuracy of LLMs1000
on multi-hop questions (1-hop to 4-hop) across1001
three domains—Humanities (Hum.), Social Sci-1002
ences (Soc. Sci.), and STEM—and two question1003
types (Yes-No and Multiple-Choice). Each trial1004
includes 1,000 unique questions per domain and1005
question type, with no duplicates within the same1006
category. The results show a consistent decline1007
in accuracy as the number of hops increases, with1008
Multiple-Choice questions proving more challeng-1009
ing due to distractors, especially in STEM domains.1010

F.2 FactProbe’s Single-Hop Question1011
Performance1012

Table 8 reports the factual accuracy of LLMs on1013
single-hop questions across three domains (Human-1014
ities, Social Sciences, and STEM) and three ques-1015
tion types (Yes-No, Multiple-Choice, and WH).1016
Each trial consists of 1,000 unique questions per1017
domain and question type, ensuring no duplicates1018

within the same category. FactProbe ’s iterative 1019
refinement targets error patterns, reducing accu- 1020
racy in later trials and revealing persistent factual 1021
weaknesses across LLMs. 1022

F.3 FactProbe’s 2-Hop Question Performance 1023

Table 9 reports the factual accuracy of LLMs on 1024
2-hop questions across three domains (Humani- 1025
ties, Social Sciences, and STEM) and three ques- 1026
tion types (Yes-No, Multiple-Choice, and WH). 1027
Each trial includes 1,000 unique questions per do- 1028
main and question type, with no duplicates within 1029
the same category. FactProbe ’s adaptive ques- 1030
tion generation, which focuses on error-prone areas 1031
identified in initial trials, significantly reduces ac- 1032
curacy in subsequent trials, underscoring LLMs’ 1033
challenges with sequential reasoning tasks. 1034

Table 7: The factual accuracy of different LLMs on
multi-hop questions.

LLM Domain Question Type
Hop

1-hop 2-hop 3-hop 4-hop

GPT-3.5

Hum.
Yes/No 72.2 68.7 54.9 51.4
MC 68.6 64.2 46.0 42.4

Soc. Sci.
Yes/No 74.1 66.2 53.9 50.0
MC 67.0 50.3 39.2 43.8

STEM
Yes/No 73.9 66.4 53.8 51.4
MC 60.5 45.2 31.3 29.5

GPT-4o

Hum.
Yes/No 84.4 74.4 62.9 60.6
MC 82.9 74.8 56.7 50.6

Soc. Sci.
Yes/No 82.1 68.8 59.7 64.9
MC 79.2 61.5 54.1 55.4

STEM
Yes/No 79.4 70.5 57.0 56.4
MC 72.6 49.6 34.6 33.4

GPT-4

Hum.
Yes/No 81.0 73.4 61.2 60.9
MC 79.2 72.4 55.0 47.7

Soc. Sci.
Yes/No 80.7 68.3 58.7 65.4
MC 77.6 62.0 53.0 53.8

STEM
Yes/No 81.0 69.2 56.5 53.9
MC 70.9 50.2 32.3 31.3

DeepSeek-V3

Hum.
Yes/No 76.2 67.7 56.0 52.1
MC 65.0 56.3 31.5 28.0

Soc. Sci.
Yes/No 75.6 66.2 55.6 51.0
MC 65.0 45.2 24.5 26.5

STEM
Yes/No 77.2 62.4 53.0 51.5
MC 55.5 26.9 14.1 16.0

Claude-3.5-Haiku

Hum.
Yes/No 76.9 70.5 60.4 55.6
MC 71.2 55.7 39.7 33.6

Soc. Sci.
Yes/No 78.9 55.4 60.0 60.0
MC 69.9 43.8 36.0 34.9

STEM
Yes/No 76.5 68.1 56.8 54.9
MC 62.9 36.4 29.3 27.0

Claude-Sonnet-4.0

Hum.
Yes/No 78.1 70.2 60.1 52.7
MC 75.3 68.5 33.4 19.3

Soc. Sci.
Yes/No 79.0 70.2 59.9 55.9
MC 74.3 56.8 31.4 22.6

STEM
Yes/No 78.9 66.1 54.8 51.6
MC 65.2 40.2 23.5 14.2

Gemini-2.0

Hum.
Yes/No 81.3 73.1 62.0 57.8
MC 77.7 70.1 52.1 45.9

Soc. Sci.
Yes/No 78.9 67.6 57.4 56.2
MC 75.6 59.4 49.1 51.0

STEM
Yes/No 76.0 68.5 55.1 54.4
MC 69.6 46.5 35.2 32.1

Qwen-3

Hum.
Yes/No 74.4 69.3 59.0 55.6
MC 67.4 63.4 45.1 42.0

Soc. Sci.
Yes/No 72.9 65.5 59.8 56.2
MC 66.0 51.6 43.4 43.1

STEM
Yes/No 74.5 65.0 53.9 52.1
MC 64.9 42.5 31.0 28.4

Qwen-3-Reasoning

Hum.
Yes/No 72.8 67.6 56.1 54.1
MC 63.9 59.9 41.0 34.5

Soc. Sci.
Yes/No 75.1 65.8 57.6 52.0
MC 62.6 44.0 37.3 38.3

STEM
Yes/No 76.6 61.2 52.9 51.6
MC 61.2 41.3 30.1 28.3
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G Full Text of Human Annotation1035

Instruction1036

Here are the full text of instructions given to partic-1037
ipants in section E.1.1038

Thank you for participating in this evaluation.1039
Your task is to assess 200 questions generated from1040
fact triplets to determine if they accurately reflect1041
the triplet’s semantic meaning. For each assigned1042
question-triplet pair, review the triplet and question,1043
then record a Yes (question aligns with the triplet’s1044
content and intent) or No (question misrepresents1045
the triplet or deviates from instructions) in the pro-1046
vided options. Noted that all data will only be used1047
as research purpose.1048

H Ethical Statement1049

All participants were informed beforehand that1050
their feedback would be used for research purposes1051
and potentially published in this paper. No personal1052
or private information was collected, and all data1053
collected was anonymized to ensure privacy. Partic-1054
ipation was voluntary, and the recruited volunteers1055
were proficient in using LLMs to ensure informed1056
contributions.1057
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Table 8: Factual accuracy of LLMs across multiple trials on single-hop questions.

LLM Trial
Hum. Soc. Sci. STEM

Yes/No MC WH Yes/No MC WH Yes/No MC WH

GPT-3.5

Seed 72.2 68.6 45.3 74.1 67.0 44.3 73.9 60.5 35.3
Trial 1 61.8 52.6 18.5 58.1 50.4 23.4 62.1 48.1 18.4
Trial 2 57.5 49.6 12.5 52.8 44.2 21.1 55.1 44.4 15.8
Trial 3 56.2 46.9 11.4 53.0 42.4 15.4 57.2 44.6 15.5
Trial 4 55.3 45.5 9.8 51.9 39.9 14.4 55.4 42.4 11.1
Trial 5 53.6 46.2 7.5 48.1 38.2 12.1 53.2 37.3 11.1

GPT-4o

Seed 84.4 82.9 50.8 82.1 79.2 51.4 79.4 72.6 38.4
Trial 1 71.0 68.3 20.4 74.5 65.2 21.4 71.0 61.3 21.1
Trial 2 66.2 58.9 15.0 68.1 54.1 16.5 65.7 57.4 15.2
Trial 3 67.3 56.4 12.0 67.4 54.7 14.9 65.7 54.9 15.1
Trial 4 65.7 51.7 8.8 63.2 50.8 11.4 61.0 52.0 10.8
Trial 5 65.8 54.1 9.1 63.6 51.5 10.6 61.2 50.5 10.3

GPT-4

Seed 81.0 79.2 49.1 80.7 77.6 48.4 81.0 70.9 39.3
Trial 1 69.0 67.1 25.4 63.4 57.2 24.2 61.9 54.1 18.4
Trial 2 59.4 61.6 18.4 65.1 56.5 21.8 60.8 50.1 16.8
Trial 3 61.3 61.1 16.0 59.2 49.6 20.8 61.9 48.2 14.6
Trial 4 62.3 60.8 14.3 60.2 53.1 15.2 57.4 46.2 13.0
Trial 5 61.0 57.5 14.4 57.4 49.1 14.5 55.0 45.8 9.8

DeepSeek-V3

Seed 76.2 65.0 51.7 75.6 65.0 44.9 77.2 55.5 39.0
Trial 1 63.1 52.3 23.6 61.8 43.4 20.1 59.7 37.5 20.0
Trial 2 57.8 49.9 16.7 56.6 43.8 18.8 58.8 32.1 14.2
Trial 3 52.8 49.2 11.3 58.3 41.5 17.1 55.0 28.4 13.9
Trial 4 55.6 45.9 11.5 50.5 38.0 14.4 50.8 30.0 12.2
Trial 5 52.3 43.2 10.1 51.6 37.9 10.9 51.1 29.6 10.8

Claude-3.5-Haiku

Seed 76.9 71.2 45.5 78.9 69.9 45.4 76.5 62.9 34.1
Trial 1 66.4 54.2 17.9 65.2 47.0 22.8 60.7 41.3 18.7
Trial 2 62.1 49.1 15.3 60.6 42.7 18.6 57.4 40.0 15.9
Trial 3 61.1 48.1 13.7 60.1 40.5 19.0 58.3 38.1 15.3
Trial 4 57.4 45.4 11.8 59.4 37.0 16.1 54.4 34.7 13.0
Trial 5 57.6 44.9 11.5 57.8 38.2 16.3 56.1 36.4 12.3

Claude-Sonnet-4.0

Seed 78.1 75.3 52.8 79.0 74.3 50.2 78.9 65.2 44.3
Trial 1 64.8 66.4 23.1 58.3 59.3 25.8 56.7 45.6 21.6
Trial 2 63.0 62.8 16.2 52.7 56.7 21.6 56.6 34.4 15.9
Trial 3 60.7 59.5 14.6 49.8 55.4 21.6 52.5 30.8 16.7
Trial 4 61.0 58.6 14.0 48.6 47.6 17.4 54.4 26.0 13.5
Trial 5 55.0 57.1 10.4 44.9 42.5 16.0 53.1 24.7 13.4

Gemini-2.0

Seed 81.3 77.7 48.8 78.9 75.6 50.3 76.0 69.6 37.7
Trial 1 65.7 63.4 21.2 62.8 64.4 24.3 61.3 52.0 20.1
Trial 2 63.5 61.1 15.3 63.4 62.1 23.3 59.9 47.7 16.1
Trial 3 62.7 60.5 12.0 62.4 57.8 22.2 59.0 43.5 14.7
Trial 4 60.9 60.2 12.4 60.5 58.2 20.3 55.6 42.6 15.9
Trial 5 62.4 55.2 11.6 59.7 50.0 23.7 56.5 41.6 11.3

Qwen-3

Seed 74.4 67.4 42.0 72.9 66.0 41.2 74.5 64.9 35.7
Trial 1 66.8 52.3 18.9 62.3 52.4 18.1 63.2 47.8 16.2
Trial 2 61.9 51.6 18.0 57.3 46.2 18.9 60.3 42.8 18.1
Trial 3 60.1 47.7 14.9 57.9 43.9 14.1 58.1 40.6 13.2
Trial 4 58.6 49.5 12.4 53.3 40.5 15.2 55.2 41.5 13.5
Trial 5 59.0 42.6 13.8 55.3 38.4 14.1 54.4 39.1 13.8

Qwen-3-Reasoning

Seed 72.8 63.9 41.8 75.1 62.6 37.2 76.6 61.2 33.1
Trial 1 58.8 51.1 18.5 60.9 47.2 15.3 60.6 42.1 15.6
Trial 2 57.3 49.1 15.1 58.9 45.5 14.9 54.0 42.2 11.5
Trial 3 56.3 45.7 14.7 54.6 42.1 12.9 58.9 37.4 13.8
Trial 4 58.7 45.7 12.5 52.1 40.5 12.0 54.0 35.7 12.6
Trial 5 55.7 44.5 12.2 53.9 37.1 11.6 52.5 35.6 10.7
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Table 9: The factual accuracy of LLMs across multiple trials on 2-hop questions.

LLM Trial
Hum. Soc. Sci. STEM

Yes/No MC Yes/No MC Yes/No MC

GPT-3.5

Seed 68.7 64.2 66.2 50.3 66.4 45.2
Trial 1 54.5 47.5 54.8 37.7 53.7 34.0
Trial 2 52.4 36.5 54.0 35.1 51.2 33.1
Trial 3 52.3 30.1 53.0 32.5 50.4 29.0
Trial 4 51.4 27.8 51.9 30.6 48.3 26.2
Trial 5 51.1 26.4 51.0 29.4 44.7 23.8

GPT-4o

Seed 74.4 74.8 68.8 61.5 70.5 49.6
Trial 1 62.6 52.1 56.9 44.5 58.7 42.3
Trial 2 60.4 45.9 55.2 40.4 56.0 35.5
Trial 3 58.5 41.5 54.5 37.5 54.4 32.5
Trial 4 57.5 38.0 53.3 34.8 52.3 30.1
Trial 5 57.1 35.6 53.0 33.1 51.7 28.3

GPT-4

Seed 73.4 72.4 68.3 62.0 69.2 50.2
Trial 1 62.2 55.7 57.9 49.8 54.8 43.7
Trial 2 58.4 47.2 59.0 54.2 53.7 37.3
Trial 3 56.4 41.5 56.8 53.8 53.0 34.7
Trial 4 56.4 38.2 55.3 53.4 51.9 32.1
Trial 5 55.8 35.9 54.7 52.9 51.1 30.3

DeepSeek-V3

Seed 67.7 56.3 66.2 45.2 62.4 26.9
Trial 1 54.7 48.6 53.9 38.4 54.2 26.1
Trial 2 53.2 44.4 51.9 35.3 51.6 36.8
Trial 3 52.1 38.8 51.1 32.4 51.3 35.4
Trial 4 51.7 35.5 50.5 30.8 48.7 34.2
Trial 5 51.5 33.2 50.0 28.7 47.2 33.1

Claude-3.5-Haiku

Seed 70.5 55.7 55.4 43.8 68.1 36.4
Trial 1 59.5 38.8 54.9 40.6 57.7 37.3
Trial 2 56.7 38.3 54.3 37.9 54.1 32.3
Trial 3 56.0 34.5 53.5 35.1 53.7 30.0
Trial 4 54.7 32.8 53.1 32.5 52.0 28.9
Trial 5 53.6 31.8 52.6 31.6 50.2 28.0

Claude-Sonnet-4.0

Seed 70.2 68.5 70.2 56.8 66.1 40.2
Trial 1 55.7 48.2 54.5 40.5 52.0 39.9
Trial 2 54.4 36.6 53.8 30.8 50.2 34.8
Trial 3 54.4 31.0 53.6 25.2 49.1 31.0
Trial 4 53.5 26.8 52.9 21.9 47.9 28.2
Trial 5 52.6 24.0 52.5 19.7 47.7 26.2

Gemini-2.0

Seed 73.1 70.1 67.6 59.4 68.5 46.5
Trial 1 60.3 50.6 52.8 42.9 52.4 41.8
Trial 2 58.4 45.3 51.6 37.3 50.9 37.4
Trial 3 56.5 40.4 51.7 34.7 50.5 33.8
Trial 4 55.9 37.4 50.7 32.3 49.7 30.3
Trial 5 55.3 35.1 50.5 30.5 48.9 27.8

Qwen-3

Seed 69.3 63.4 65.5 51.6 65.0 42.5
Trial 1 59.3 49.3 54.5 43.8 53.5 39.8
Trial 2 55.6 36.8 52.7 36.0 43.9 23.6
Trial 3 54.8 31.0 53.2 31.1 33.2 23.5
Trial 4 54.0 30.6 50.0 28.7 24.2 18.5
Trial 5 53.7 30.5 47.3 26.3 42.8 16.9

Qwen-3-Reasoning

Seed 67.6 59.9 65.8 44.0 61.2 41.3
Trial 1 56.8 44.5 53.3 39.5 55.5 42.5
Trial 2 57.1 35.7 52.2 29.5 49.4 26.2
Trial 3 54.5 31.3 51.8 29.4 52.2 25.9
Trial 4 52.9 31.5 51.2 25.9 45.5 20.2
Trial 5 54.9 25.6 51.0 25.5 43.9 18.3
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