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Abstract

Large language models (LLMs) have demon-001
strated powerful capabilities in natural lan-002
guage processing, yet their vast number of pa-003
rameters poses challenges for deployment and004
inference efficiency. Structured model pruning005
emerges as a viable approach to reduce model006
size and accelerate inference, without requir-007
ing specialized operators and libraries for de-008
ployment. However, structured pruning often009
severely weakens the model’s capability. De-010
spite repetitive fine-tuning can restore the capa-011
bility to a certain extent, it impairs LLMs’ util-012
ity as versatile problem solvers. To address this013
issue, we propose a novel structured pruning014
algorithm tailored for LLMs. It derives the im-015
portance of different components, namely rows016
and columns in parameter matrices, based on in-017
termediate data dependencies. Then it removes018
coupled components across different layers si-019
multaneously and preserves dependency rela-020
tionships within remaining parameters, avoid-021
ing significant performance degradation. The022
pruned model requires only few epochs of fine-023
tuning to restore its performance, ensuring the024
model’s ability to generalize. Empirical eval-025
uations on LLaMA, Vicuna, and ChatGLM3026
demonstrate our algorithm’s efficacy, yielding027
20% parameter reduction while retaining at028
least 94.4% of original performance metrics.029

1 Introduction030

Large language models (LLMs) have demonstrated031

powerful capabilities in solving a variety of gen-032

eral problems (OpenAI, 2023; Xue et al., 2020),033

particularly in language understanding and gener-034

ating. However, the large number of parameters035

(Radford et al., 2018, 2019; Brown et al., 2020)036

in LLMs poses significant challenges for deploy-037

ment and inference efficiency. Structured pruning038

(Wang et al., 2019; Xia et al., 2022; Zafrir et al.,039

2021) has been proved to be a viable approach to040

compress deep neural networks. It removes entire041

structural components of the neural network, with- 042

out requiring specialized operators and libraries for 043

executing the pruned model, so that it is convenient 044

for deployment and acceleration. 045

Despite structured pruning algorithms have long 046

been investigated (Lagunas et al., 2021; He et al., 047

2020; Kurtic et al., 2022), they face new challenges 048

when tackling LLMs. Existing state-of-the-art 049

pruning algorithms follow an iterative scheme (Han 050

et al., 2015a; Louizos et al., 2017; Xia et al., 2022; 051

Zafrir et al., 2021) for specific tasks. This scheme 052

conducts iterative evaluating, pruning and fine- 053

tuning on a large model for a single task, achieving 054

low performance degradation. However, due to the 055

repetitive fine-tuning on a single task, the pruned 056

model has much less generalization ability on other 057

tasks. This is a particularly serious issue for LLMs, 058

since they are expected to be general-purpose mod- 059

els solving extensive problems. Simply extending 060

the fine-tuning on more corpus and tasks to reserve 061

the generalization ability is still challenging (Ma 062

et al., 2023), because LLMs require huge volume 063

of training corpus. 064

In this study, we propose a novel structured prun- 065

ing algorithm tailored for LLMs. In contrast to 066

existing iterative pruning works, our algorithm first 067

conducts iterative evaluating and pruning, until 068

the desired sparsity level is achieved. After com- 069

pleting all the iterations of evaluating and pruning, 070

it then conducts one stage of fine-tuning, which 071

involves few epochs of training on a small dataset. 072

The intuition of our algorithm is to limit the fine- 073

tuning operations as few as possible, so that the 074

pruned model will not import too much bias to- 075

wards specific tasks. 076

To ensure that the remaining parameters are con- 077

sistently important and do not need repetitive fine- 078

tuning to restore performance, we need to precisely 079

evaluate the importance of structured components, 080

namely rows and columns in parameter matrices. 081

More concretely, our algorithm derives the im- 082
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Figure 1: During the pruning process, we determine whether a component should be pruned according to the
inference error caused by removing the component and its coupled components from intermediate results.

portance and uncertainty of different components083

based on intermediate data dependencies, as shown084

in Figure (1). According to the Transformer-based085

model architecture, we can identify the coupled086

components that have data dependency on pruned087

components. These coupled components across088

different layers can be removed simultaneously,089

and the dependency relationships within remain-090

ing parameters can be still preserved, avoiding sig-091

nificant performance degradation. Moreover, we092

employ LoRA (Hu et al., 2022) fine-tuning to re-093

store model performance, and use LoRA gradients094

(Zhang et al., 2023) instead of full-scale fine-tuning095

gradients to reduce the computational overhead dur-096

ing pruning. The model pruned by our algorithm097

preserves the original architecture with smaller pa-098

rameter matrices, thus it is compatible to any other099

Transformer-specific optimization techniques, e.g,100

FlashAttention (Dao et al., 2022; Dao, 2023). We101

have validated our algorithm on LLaMA (Touvron102

et al., 2023), Vicuna (Chiang et al., 2023), and103

ChatGLM3 (Zeng et al., 2022; Du et al., 2022),104

achieving about 20% parameter reduction while105

retaining at least 94.4% of original performance106

metrics.107

Contribution. In this paper, (i) we proposes a108

new structured pruning algorithm for LLMs that109

uses minimal fine-tuning to recover model perfor-110

mance. The algorithm effectively reduces the num-111

ber of parameters while maintaining model general-112

ization. (ii) We propose a novel evaluation method113

that evaluates the impact of structured pruning on114

an LLM by evaluating coupled components instead115

of individual weights. (iii) We conduct our algo-116

rithm on representative LLMs, including LLaMA,117

Vicuna, and ChatGLM3. By reducing the param-118

eter count by 20%, we maintain at least 94.4% of 119

the model’s performance while reducing MACs by 120

20%. 121

2 Related Work 122

2.1 Iterative Pruning 123

Iterative pruning is a type of algorithm that iter- 124

atively evaluates, prunes, and fine-tunes a neural 125

network model. The process involves calculating 126

scores for each weight in the model based on spe- 127

cific criteria, pruning weights with lower scores, 128

and fine-tuning the pruned model on a dataset. 129

PLATON (Zhang et al., 2022a) is a typical iterative 130

pruning method for (Devlin et al., 2019) and ViT 131

(Dosovitskiy et al., 2020). It considers the sensitiv- 132

ity and uncertainty of different model components 133

during evaluation, improving the accuracy of the 134

evaluation process. Although iterative pruning has 135

been proved to be effective for task-specific mod- 136

els, it faces difficulty for general-purpose LLMs 137

due to the repeated fine-tuning. 138

2.2 LoRA 139

LoRA is an efficient fine-tuning algorithm for 140

LLMs. Due to the large size of the parameter ma- 141

trices in LLMs, the computational cost of full fine- 142

tuning is often prohibitively high. In LoRA fine- 143

tuning, a data bypass is created for the target pa- 144

rameter W0: W = W0+BA, where W0 ∈ Rn×m, 145

B ∈ Rn×r, A ∈ Rr×m, and r ≪ min(n,m). Typ- 146

ically, the parameters in A are initialized with a 147

random Gaussian distribution, and the parameters 148

in B are set to 0. During the subsequent fine-tuning 149

process, the parameters in W0 are frozen, and only 150

the parameters in A and B are fine-tuned. LLM- 151

Prunner (Ma et al., 2023) is a structured pruning al- 152
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gorithm for LLMs. It combines efficient LoRA fine-153

tuning to recover the performance of the pruned154

model with fewer fine-tuning epochs. LoRAPrune155

(Zhang et al., 2023) is a non-structured pruning156

algorithm for LLMs. Due to the high cost of ob-157

taining gradients in LLM, LoRAPrune leverages158

LoRA gradients instead of full fine-tuning gradi-159

ents to reduce computational overhead.160

3 Method161

Our pruning consists of three steps. (i) Partitioning162

the model into kernels and features, and grouping163

the coupled components formed by kernels. (ii)164

Iteratively evaluating and pruning coupled compo-165

nents and features until the desired sparsity level166

is achieved. (iii) After all evaluating and pruning167

finish, a fine-tuning stage is conducted to restore168

the model performance.169

3.1 Partition of Kernels and Features170

In our algorithm, the pruning granularity is rows or171

columns in the parameter matrices. The function-172

ality of a rows or a column varies in different pa-173

rameter matrices. For example, in the Transformer174

architecture, each word in a sentence is transformed175

into a word vector with dm features, the parame-176

ter matrix V ∈ Rdm×dk of the Transformesr, each177

row encounters all the weights in the word vectors178

during computation. However, each column en-179

counters only one weight in the word vector (Fang180

et al., 2023). Therefore, we divide them into ker-181

nels and features based on their functionalities in182

the inference computation. If a row (or column)183

receives all the features of the word vector, we refer184

to that row (or column) as a kernel. For example,185

each row in the Q ∈ Rdk×dm of a single head, as186

well as each column in O ∈ Rdm×dk . If a row187

(or column) receives a specific feature of the word188

vector, we refer to it as a feature. For example,189

each row in O, or each column in Up ∈ Rim×dm190

in LLaMA’s intermediate layers.191

3.2 Evaluation of Importance192

Evaluating coupled components. In the multi-193

head attention mechanism of Transformer, the com-194

putation of a single head can be represented by the195

following equation Eq. (1):196

Attn = Softmax
(
XtQtKX√

dk

)
XtV tOt, (1)197

where Q,K, V ∈ Rdk×dm represent the Query,198

Key, and Value of a single head in the multi-head at-199

tention mechanism, respectively, and O ∈ Rdm×dk 200

represents the projection matrix used to receive the 201

output of that attention head. X ∈ Rdm×len repre- 202

sents the sequence of word vectors, where len is 203

the length of the vector sequence. We can observe 204

that Q and K are coupled together, and V and O 205

are coupled together in the equation. The effective 206

parameters in the multi-head attention mechanism 207

are QtK and V tOt. Hence, when evaluating the 208

coupled components of the self-attention layer, we 209

group Q,K for evaluation, and V,O for another 210

evaluation. For the evaluation of coupled com- 211

ponents, we take Q and K as an example. We 212

consider Q and K as a sum of multiple kernels, 213

i.e., Q = [qt1, q
t
2, ..., q

t
dk
]t, K = [kt1, k

t
2, ..., k

t
dk
]t, 214

where Q,K ∈ Rdk×dm , and qi, ki(i ∈ [1, dk]) are 215

row vectors of dimension dm. In this case, we 216

expand QtK in Eq.(2): 217

QtK =

dk∑
i=1

qtiki. (2) 218

If we prune one qi, we can observe that the corre- 219

sponding ki will no longer be effective in the infer- 220

ence process and should be pruned simultaneously. 221

We have found the coupled component qtiki gener- 222

ated by Q and K. The same applies to the grouping 223

of V tOt, where the coupled components become 224

vtio
t
i. In the intermediate layers of the model, we 225

can also find a similar relationship. In previous 226

models such as BERT (Devlin et al., 2019), GPT- 227

Neo (Black et al., 2022) and OPT (Zhang et al., 228

2022b), a two-layer structure was commonly used, 229

which can be represented by the equation Eq.(3): 230

Out = fc2F (fc1X). (3) 231

Here, fc1 ∈ Rim×dm and fc2 ∈ Rdm×im. F rep- 232

resents the activation function. The partitioning 233

method at this stage is the same as the partitioning 234

for QtK. In the LLaMA and ChatGLM3, a three- 235

layer structure was used in the intermediate layers, 236

which can be represented by the equation Eq.(4): 237

Out = Down(F (GateX)⊙ UpX). (4) 238

Here, Gate, Up ∈ Rim×dm , and Down ∈ 239

Rdm×im. In the LLaMA model, we cannot directly 240

partition the kernels in the three parameter matri- 241

ces through computation. However, we can ob- 242

serve that when any kernel in any of these three 243

matrices is zero, the corresponding kernels in the 244

remaining two matrices will no longer be effec- 245

tive. Therefore, we approximate the coupled com- 246

ponent (di, gi, ui) as two sub-components: dig
t
i 247
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and diu
t
i, where di, gi, ui correspond to the kernels248

in Down,Gate, Up, respectively. During the scor-249

ing process, we use the sum of scores of the sub-250

components digti and diu
t
i to represent the score of251

the coupled component (di, gi, ui).252

After grouping the kernels, these coupled com-253

ponents can be represented as the multiplication254

of a column vector α and a row vector β. We de-255

note such coupled components as C = αβ, where256

C ∈ Rdm×dm . During the evaluation process, we257

evaluate the importance of the coupled component258

C by measuring the error in neural network predic-259

tion when removing this group of coupled compo-260

nents. This is defined as the importance IC (Ma261

et al., 2023) and can be calculated as Eq.(5):262

IC =

∣∣∣∣∣∑
c∈C

L(c)− L(c = 0)

∣∣∣∣∣
=

∣∣∣∣∣∑
c∈C

∂L
∂c

c− 1

2

(
∂2L
∂c2

c2
)
+O(c3)

∣∣∣∣∣ .
(5)263

For the second-order error term
(
∂2L
∂c2

c2
)

, we ap-264

proximate it as
(
∂L
∂c c

)2
based on (Ma et al., 2023;265

Yang et al., 2023). Therefore, we have Eq.(6):266

IC ≈

∣∣∣∣∣∑
c∈C

∂L
∂c

c− 1

2

(
∂L
∂c

c

)2
∣∣∣∣∣ . (6)267

Additionally, we refer to the evaluation method pro-268

posed by PLATON (Zhang et al., 2022a), which269

combines the sensitivity of the network to deter-270

mine the final score for the coupled components.271

The scoring process is as Eq.(7):272

Ī
(t)
C = x1Ī

(t−1)
C + (1− x1)I

(t)
C ,

U
(t)
C = |I(t)C − Ī

(t)
C |,

Ū
(t)
C = x2Ū

(t−1)
C + (1− x2)U

(t)
C ,

SC =
∑
t

Ī
(t)
C Ū

(t)
C .

(7)273

Here, t represents the current iteration of evalua-274

tion for the variable. ĪC represents the smoothed275

treatment of importance changes during fine-tuning276

(Molchanov et al., 2019; Liang et al., 2021) . UC277

represents the uncertainty of current importance278

for the coupled component (Zhang et al., 2022a).279

ŪC represents the upper bound confidence for ĪC280

(Zhang et al., 2022a). Finally, SC is the final score281

for the coupled component. The hyperparameters282

x1 and x2 are chosen as 0.5 in our experiments.283

Evaluating Features. According to the descrip-284

tion in the (Fang et al., 2023), in structured pruning,285

if we want to prune a feature at a specific position, 286

we need to prune the corresponding features at that 287

position in all parameter matrices of the model. 288

Therefore, we only need to group all corresponding 289

features at the same position in the model. When 290

we remove a feature from the model, the resulting 291

error can be approximated as Eq.(8): 292

If ≈
∑
C

∣∣∣∣∣∣
∑

c∈C[:,f ]∪C[f,:]

∂L
∂c

c− 1

2

(
∂L
∂c

c

)2

∣∣∣∣∣∣ . (8) 293

Here, C refers to the QtK and V tOt for each at- 294

tention head in each layer. Taking the grouping of 295

QtK as an example, we consider Q and K in the 296

multi-head attention mechanism as the superposi- 297

tion of multiple features, i.e., Q = [q1, q2, ..., qdm ] 298

and K = [k1, k2, ..., kdm ], where qi and ki are col- 299

umn vectors of dimension dk. If we set all the 300

values at position j to zero, it is equivalent to set- 301

ting all the values in the j-th row and j-th column 302

of the matrix QtK to zero. 303

In the evaluation of features, we do not con- 304

sider the impact of intermediate layers. The impor- 305

tance of features is mainly determined by the self- 306

attention process of the model, while the role of 307

intermediate layers is to superimpose multiple self- 308

attention processes (de Wynter and Perry, 2020). In 309

our experiments with BERT and ViT (Dosovitskiy 310

et al., 2020), we find that evaluating features us- 311

ing only self-attention layers already achieves good 312

results. Additionally, because the partitioning of 313

intermediate layers in LLaMA does not strictly con- 314

sider the computation process, it may also affect 315

the accuracy of the evaluation. 316

We also incorporate the scoring process from the 317

PLATON algorithm into the feature evaluation, as 318

shown in Equation Eq.(7). In this case, the coupled 319

components C are replaced by features f . 320

3.3 Pruning 321

In pruning self-attention layers, we adopt a simple 322

uniform strategy to remove unimportant compo- 323

nents. Our pruning strategy for self-attention lay- 324

ers is to remove the lowest-scoring self-attention 325

head for each self-attention layer in each iteration. 326

The score of a self-attention head is the sum of the 327

scores of its constituent Q,K, V , and O kernels. 328

For the pruning of intermediate layers, we also 329

adopt a uniform pruning strategy. In each iteration, 330

a fixed number of kernels are pruned for all parame- 331

ter matrices in these layers. We have observed that 332

for most Transformer models, there is a constant 333
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Remaining Ratio tune Method WikiText2↓ PTB↓ BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Average
Ratio=100% - LLaMA-7B 12.62 22.14 73.18 78.35 72.99 67.01 67.45 41.38 42.40 63.25

Ratio=20% w/o
LP-Channel 74.63 153.75 62.75 62.73 41.40 51.07 41.38 27.90 30.40 45.38
LP-Block 19.24 34.09 62.54 75.41 65.99 60.30 61.57 36.69 39.20 57.39

Ours 37.90 74.30 66.57 73.39 62.11 62.90 58.24 35.75 36.20 56.45

Ratio=20% w/
LP-Channel 22.02 38.67 59.08 73.39 64.02 60.54 57.95 35.58 38.40 55.57
LP-Block 17.39 30.20 66.79 77.58 68.48 64.96 64.06 37.88 39.00 59.82

Ours 22.00 42.58 72.26 75.13 68.87 66.53 63.29 38.73 41.40 60.88
Ratio=24% w/o Ours 34.55 72.14 63.36 69.96 55.92 60.37 53.19 33.70 35.40 53.12
Ratio=24% w/ Ours 25.01 46.79 68.47 73.88 65.88 63.53 59.63 35.58 38.00 57.85

Table 1: LLaMA pruning experiments. The evaluation metric for WikiText2 and PTB tests is perplexity, which is the
smaller the better. The evaluation metric for other tasks is accuracy, which is higher the better. In the experiments,
"w/o" indicates that the model did not undergo fine-tuning after the pruning process, and "w/" indicates that the
model underwent fine-tuning after the pruning process.

ratio between the number of kernels im in each in-334

termediate layer and the number of headnum × dk335

in the self-attention layers (de Wynter and Perry,336

2020). For example, this ratio is 4 for OPT models337

(Zhang et al., 2022b) and around 2.7 for LLaMA338

models. Therefore, in each iteration, we prune339

r × dk kernels for each parameter matrix in the in-340

termediate layers, where r = im/(headnum×dk).341

For features, we need to remove the features in342

the same positions of all parameter matrices of the343

model (Fang et al., 2023). We only need to score344

all features in each iteration and remove the lowest-345

scoring features. Since most parameter matrices in346

the self-attention layers of Transformer models are347

square matrices, for simplicity, we prune dk fea-348

tures in each pruning operation, which ensures that349

the parameter matrices in the pruned self-attention350

layers are still square matrices.351

Algorithm 1 LLMs Structure Pruning
Input: pre-trained model, number of iterations
Output: pruned model

def EvalandPruning (PreTrainModel)
Partition and Eval kernels and features
for i in [0 : LayerNum)

Remove the head with the lowest score
Remove the r × dk kernels in FFN

end # end for
Remove dk features in every weight matrix
Change the model size

return PrunedModel # end def

Main( )
model← initial model
for i in [0 : iterations)
model := EvalandPruning(model)

end # end for
FinalModel:= Finetune(model)

return FinalModel # end Main

3.4 Overall Process352

This section summaries the overall process of our353

pruning algorithm, as shown in Alg.(1). It begins354

by partitioning the parameters using the approach 355

outlined in section 3.1. Subsequently, we employ 356

an iterative evaluation and pruning strategy, where 357

the parameters are evaluated using the methods 358

described in section 3.2, and the model is pruned 359

using the approach detailed in section 3.3. Once 360

the evaluation and pruning process is completed, 361

we proceed with fine-tuning to restore the model’s 362

performance. 363

4 Experiments 364

4.1 LLaMA and Vicuna Pruning Experiments 365

We conduct experiments on the LLaMA-7B and 366

Vicuna-7B which have identical architectures. We 367

test the performance of these models at sparsity 368

levels of 20% and 24%. The evaluation tasks we 369

used are WikiText2 (Merity et al., 2016), PTB 370

(Marcus et al., 1993), BoolQ (Clark et al., 2019), 371

PIQA (Bisk et al., 2020), HellaSwag (Zellers et al., 372

2019), WinoGrande (Sakaguchi et al., 2021), ARC- 373

e, ARC-c (Clark et al., 2018), and OBQA (Mi- 374

haylov et al., 2018). The evaluation metrics for 375

WikiText2 and PTB tests are perplexity, which is 376

the smaller the better. The evaluation metric (Gao 377

et al., 2023) for other tasks is accuracy, which is 378

higher the better. We compare the results with the 379

structurally pruned LLM-Pruner. The experimental 380

results are shown in Tables 1 and 2. All experi- 381

ments are conducted on two Nvidia A100 GPUs. 382

Experimental Details. In every evaluation iter- 383

ation of LLaMA and Vicuna, we randomly take 10 384

sentences of length 64 from the C4 (Dodge et al., 385

2021) dataset to obtain gradient and magnitude in- 386

formation. Our algorithm uses LoRA gradients 387

instead of actual gradients. Since the parameters in 388

the LoRA matrix are randomly initialized, we first 389

train the LoRA parameter matrix for 5 iterations 390

with the 10 sentences after concatenating the LoRA 391
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parameter matrices. After the pre-processing of the392

LoRA parameter matrix, we collect the gradient393

and magnitude information generated by inputting394

these 10 sentences into the model for evaluation.395

In every prunning iteration, one self-attention396

head is pruned for all self-attention layers, and397

320 kernels were removed for gate-proj, up-proj,398

and down-proj in each layer. Additionally, 128399

features (model’s dk = 128) were removed from400

all parameter matrices.401

To obtain the models with sparsity levels of 20%,402

we initially performed 3 iterations of evaluation403

and pruning. After the completion of the third404

iteration of evaluation-pruning, we obtained the405

20% sparse model without fine-tuning. We can406

further increase the sparsity to 24% in the same407

way, just by changing the number of evaluation-408

pruning iterations from 3 to 4. Then we fine-tune409

this model for 4 epochs on the Alpaca (Taori et al.,410

2023) to restore its performance.411

Experimental Analysis. In the LLaMA prun-412

ing experiments, we observe that our pruning algo-413

rithm performs well even at lower sparsity levels,414

even without fine-tuning. At sparsity levels of 20%415

and 24%, our algorithm surpasses LLM-Pruner’s416

Channel mode at 20% sparsity. After pruning and417

fine-tuning, our algorithm achieves slightly higher418

perplexity in the WikiText2 and PTB tasks at a419

20% sparsity level. Our algorithm outperforms420

LLM-Pruner’s Channel and Block modes in aver-421

age scores from BoolQ to OBQA, reaching 96%422

of the performance of the unpruned network. At423

a sparsity level of 24%, our algorithm, after fine-424

tuning, outperforms LLM-Pruner’s Channel mode425

at 20% sparsity in average scores from BoolQ to426

OBQA, with an average score of 91% compared to427

the unpruned network.428

In the Vicuna pruning experiments, our algo-429

rithm exhibits similar performance. At a sparsity430

level of 20%, our algorithm’s perplexity perfor-431

mance in WikiText2 and PTB is comparable to432

LLM-Pruner’s Block mode. Our algorithm outper-433

forms LLM-Pruner’s Block mode in average scores434

from BoolQ to OBQA, reaching 94% of the perfor-435

mance of the unpruned network. Additionally, at436

a sparsity level of 24%, our pruned network, after437

fine-tuning, shows no significant difference com-438

pared to LLM-Pruner’s Block mode 20% sparsity439

model. The average score from BoolQ to OBQA440

only decreases by 0.17 points compared to LLM-441

Pruner, while achieving the performance of the442

original unpruned network 92%.443

The inference performance and storage overhead 444

of our pruned models are presented in Table 3. The 445

evaluation is conducted following the methodology 446

described in the (Ma et al., 2023). At sparsity lev- 447

els of 20%, although our algorithm retains more 448

remaining parameters, it doesn’t exhibit a signifi- 449

cant difference in memory consumption compared 450

to LLM-Pruner. Our computational complexity 451

falls between LLM-Pruner’s Channel mode and 452

Block mode. Therefore, our algorithm theoreti- 453

cally offers better acceleration performance than 454

LLM-Pruner’s Block mode. 455

4.2 ChatGLM3 Pruning Experiment 456

We conduct experiments on the ChatGLM3. We 457

test the model on the datasets same to LLaMA and 458

Vicuna to evaluate its performance at sparsity lev- 459

els of 10% and 20%. We compare our pruning 460

algorithm with random pruning and L2 (Han et al., 461

2015b; Li et al., 2016) weight pruning. All exper- 462

iments are conducted on two Nvidia A100 GPUs. 463

464

Experimental Details. Differing from many 465

Transformer-based models, like LlaMA, BERT, 466

ViT, etc., ChatGLM3 has a unique structure in its 467

self-attention layers. In ChatGLM3-6B, there are 468

32 Query heads and only 2 Key and Value heads 469

in the multi-head self-attention mechanism. Dur- 470

ing inference, the model replicates the Key and 471

Value heads 16 times to match the number of Query 472

heads, and the subsequent computation follows the 473

same process as other Transformer models. We 474

make appropriate adjustments to our pruning algo- 475

rithm to accommodate ChatGLM3’s computation 476

approach. 477

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Pruning

Q1 Q2 Q4 Q5 Q7 Q8

Reorder

Q1 Q2 Q5 Q4 Q7 Q8

……

……

……

Figure 2: We reorder the remaining pruned Query heads.
The processing of parameter matrix O follows the same
approach.

We observe that in ChatGLM3, odd-numbered 478

Query heads correspond to odd-numbered Key 479

and Value heads, and the same applies to even- 480

numbered heads. Therefore, our previous pruning 481

strategy becomes removing the Query head with 482
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Remaining Ratio tune Method WikiText2↓ PTB↓ BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Average
Ratio=100% - Vicuna-7B 16.11 61.37 76.57 77.75 70.64 67.40 65.11 41.21 40.80 62.78

Ratio=20% w/o
LP-Channel 71.75 198.88 51.77 63.93 42.558 55.17 43.94 29.27 33.40 45.72
LP-Block 26.51 90.87 62.97 74.76 63.40 55.88 64.23 38.14 36.60 58.57

Ours 28.50 92.56 69.69 73.77 58.72 61.79 62.92 35.06 35.40 56.76

Ratio=20% w/
LP-Block 19.47 76.55 66.45 75.84 65.05 60.38 62.37 36.43 39.80 58.05

Ours 22.89 73.23 70.73 74.48 66.29 63.22 65.19 36.00 38.80 59.24
Ratio=24% w/o Ours 34.30 113.18 67.43 70.56 53.34 58.87 58.37 31.99 34.00 53.50
Ratio=24% w/ Ours 26.20 84.12 69.11 73.23 63.52 63.69 63.08 34.98 37.60 57.88

Table 2: The Vicuna pruning experiments.

Method Ratio #Params #MACs Memory
- - 6.7B 424.0G 12884.5MiB

LP-Channel
20%

5.4B 323.7G 10488.4MiB
LP-Block 5.4B 367.5G 10375.5MiB

Ours 5.5B 351.7G 10687.2MiB
Ours 24% 5.2B 328.7G 9998.0MiB

Table 3: Statistic for LLaMA and Vicuna.

the lowest score among all odd-numbered heads,483

the Query head with the lowest score among all484

even-numbered heads, and their corresponding pa-485

rameter matrix O. The Key and Value heads remain486

unchanged. After pruning, as the order of Query487

heads may change from odd to even or vice versa,488

we rearrange the Query heads and the parameter489

matrix O according to their parity as Figure2.490

The model evaluation and fine-tuning process491

are the same as in the LLaMA and Vicuna pruning.492

The 10% sparse model underwent one iteration493

of evaluation and pruning, while the 20% sparse494

model underwent two iterations of evaluation and495

pruning. After evaluation and pruning, all models496

are fine-tuned on the Alpaca dataset for 4 epochs.497

For the random pruning and L2 weight prun-498

ing experiments, we also use the same grouping499

method. The only difference is that during the cou-500

pled components and feature evaluation, we don’t501

consider the coupling relationship and only per-502

form random pruning or evaluate based on the sum503

of L2 values of the kernels containing parameters.504

Experimental Analysis. Our pruning algorithm505

achieves almost no decrease in average scores from506

BoolQ to OBQA at a sparsity level of 10%. At a507

sparsity level of 20%, our model retains 94% of508

the original model’s performance. Furthermore,509

by comparing our algorithm with L2 weight prun-510

ing, we find that algorithms like L2 pruning, which511

are based on pruning based on the magnitude of512

model parameters, are almost ineffective in struc-513

tured pruning tasks for LLMs. This evaluation514

method doesn’t consider the dependencies between515

different coupled components, making it unsuitable516

for such coarse-grained structured pruning. Our al- 517

gorithm, on the other hand, considers the coupling 518

relationship between different components and the 519

errors that may arise in the model’s inference pro- 520

cess after eliminating these components. Therefore, 521

it performs better in structured pruning tasks for 522

LLMs. 523

The inference performance and storage overhead 524

of our pruned models are shown in Table 5. Our 525

algorithm reduces MACs overhead by 30% at a 526

sparsity level of 20%. 527

4.3 More Analysis 528

Global Pruning vs. Layer-wise Pruning. During 529

coupled component elimination, we can employ 530

layer-wise sorted pruning or global sorted pruning 531

methods. However, during our initial experimen- 532

tation with global ranking, we find that the global 533

sorting approach was not effective. In our pruning 534

experiments, we observe that most low-scoring cou- 535

pled components are concentrated in the first two 536

layers. However, removing these coupled compo- 537

nents results in a significant performance degrada- 538

tion. Additionally, the pruning in LLM-Pruner ex- 539

cludes these layers, there is a need for prior knowl- 540

edge (Ma et al., 2023) in determining the regions 541

of the model that cannot be pruned. Therefore, we 542

adopt a simpler strategy of uniform pruning (Sun 543

et al., 2023) for every layer. 544

Kernel vs. Head. When pruning the self- 545

attention layers, we have two options: removing 546

the same number of kernels for each self-attention 547

head or maintaining the same number of kernels 548

per layer but removing one self-attention head in 549

each layer. Based on our experiments with BERT 550

and ViT in Figure3, the latter option performs bet- 551

ter when the number of parameters keeps the same. 552

This is because the distribution of importance in 553

the model is not uniform, and low-importance ker- 554

nels are often concentrated within the same self- 555

attention head. We observe this phenomenon in 556

LLaMA and Vicuna as well. Therefore, our prun- 557
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Pruning Ratio tune Method WikiText2↓ PTB↓ BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Average
Ratio=0% - ChatGLM3-6B 108.15 169.49 69.54 71.10 56.59 60.69 49.03 31.74 37.40 53.72

Ratio=10% w/o
Random 338.39 247.57 55.31 66.48 43.77 55.16 47.10 28.41 38.00 47.74

L2 57580.39 50814.52 53.70 53.10 25.19 49.48 26.26 24.14 36.00 38.26
Ours 176.24 234.40 51.10 67.57 48.41 55.64 46.21 29.77 36.60 47.89

Ratio=10% w/ Ours 75.80 95.44 74.31 71.59 52.14 55.56 50.16 32.16 38.20 53.44

Ratio=20% w/o
Random 967.15 775.58 50.15 60.25 37.46 42.35 34.64 23.46 35.20 40.50

L2 113621.15 110125.40 49.09 52.82 25.15 49.09 25.29 23.03 35.80 37.18
Ours 575.63 702.52 38.07 63.16 38.22 53.11 39.56 28.07 35.00 42.17

Ratio=20% w/ Ours 112.46 140.51 69.54 68.17 47.40 56.35 46.29 30.63 36.60 50.71

Table 4: The pruning experiment for ChatGLM3-6B.

Method Ratio #Params #MACs Memory
- - 6.2B 382.5G 11944.8MiB

Ours 10% 5.5B 337.4G 10542.7MiB
Ours 20% 4.8B 295.1G 9249.1MiB

Table 5: Statistic for ChatGLM3.

400 500 600 700
76

78

80

82

84
Bert-MNLI ACC

Kernel
Head

400 500 600 700

72.5

75.0

77.5

80.0

82.5

85.0
ViT-Cifar100 ACC

Kernel
Head

3200 3400 3600 3800 4000
40

50
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70
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Kernel
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3200 3400 3600 3800 4000

50

60

70

Vicuna-BoolQ ACC

Kernel
Head

Figure 3: Pruning experiments on BERT, ViT, LLaMA
and Vicuna, where the x-axis represents the parameter
size of the self-attention layers and the y-axis represents
the accuracy of the tasks.

ing strategy for self-attention layers is to remove558

the lowest-scoring head in each iteration.559

Comparison to LLM-Prunner. Our algorithm560

shares similarities with LLM-Prunner’s Channel561

mode in terms of pruning granularity. Our al-562

gorithm prunes features and removes one self-563

attention head per layer, reducing the size of pa-564

rameter matrices and the number of self-attention565

computations, leading to a significant reduction in566

MACs. However, due to the negative impact from567

feature pruning, a more accurate evaluation is nec-568

essary. Our algorithm evaluates intermediate com-569

putation results during inference, offering a more570

accurate assessment of the impact of structured571

pruning on model inference performance, com-572

pared to LLM-Prunner’s element-wise evaluation573

and summation.574

LLM-Prunner’s Block mode and our individual575

kernel-level pruning share similarities in terms of 576

smaller pruning granularity. These operations have 577

minimal impact on the model and enable more fine- 578

grained optimization. However, LLM-Prunner’s 579

Block mode uses a global pruning strategy, exclud- 580

ing the first two layers and relying on prior knowl- 581

edge. In contrast, our algorithm simplifies the pro- 582

cess by evaluating multiple kernels as self-attention 583

heads, eliminating the need for prior knowledge. 584

Furthermore, LLM-Prunner’s Block mode alters 585

the structure of certain layers in the model, thus 586

it cannot adopt off-the-shelf libraries for conve- 587

nient implementation and deployment. In contrast, 588

our algorithm only modifies the size of parameter 589

matrices and reduces the number of self-attention 590

computations while preserving the model’s struc- 591

ture. Therefore, our pruned model keeps compati- 592

ble to existing deep learning programming frame- 593

works, as well as all optimization techniques for 594

Transformer-based models. 595

5 Conclusion 596

In this paper, we propose a structured pruning algo- 597

rithm for LLMs. Our algorithm categorizes parame- 598

ters into kernels and features based on their relation- 599

ships between parameter matrices and word vectors 600

in computations. We evaluated these components 601

considering their coupling relationships and the 602

computational characteristics of Transformer ar- 603

chitecture. Experimental evaluations on LLaMA, 604

Vicuna, and ChatGLM3 models demonstrated that 605

our algorithm achieves compression to 20% of the 606

original size with minor performance degradation. 607

Our algorithm preserves the model structure, fa- 608

cilitating integration with other optimization tech- 609

niques and practical deployment. 610
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Limitations611

Our algorithm employed a simple uniform pruning612

scheme across different layers of an LLM, which613

allows us to avoid acquiring prior knowledge and614

assumes equal importance for each layer in the615

model. However, most previous global pruning616

schemes imply an uneven distribution of impor-617

tance across different layers of the model, which618

we did not further explore. In addition, we em-619

ployed a more empirical approach for intermediate620

layer pruning, without further exploring the spe-621

cific number of kernel pairs to be pruned in each622

layer. Our future work will focus on improving623

these aspects.624
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