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ABSTRACT

Extractive summarization methods operate by ranking and selecting the sentences
which best encapsulate the theme of a given document. They do not fare well
in domains like fictional narratives where there is no central theme and core in-
formation is not encapsulated by a small set of sentences. For the purpose of
reducing the size of the document while conveying the idea expressed by each
sentence, we need more sentence specific methods. Telegraphic summarization,
which selects short segments across several sentences, is better suited for such
domains. Telegraphic summarization captures the plot better by retaining shorter
versions of each sentence while not really concerning itself with grammatically
linking these segments. In this paper, we propose an unsupervised deep learning
network (NUTS) to generate telegraphic summaries. We use multiple encoder-
decoder networks and learn to drop portions of the text that are inferable from the
chosen segments. The model is agnostic to both sentence length and style. We
demonstrate that the summaries produced by our model show significant quanti-
tative and qualitative improvement over those produced by existing methods and
baselines.

1 INTRODUCTION

Humans tend to relay information to others in a concise manner. Typically, we do not pass on in-
formation that we received in exactly the same format. More often than not, we tend to abridge and
simplify it for the receiver. This captures the essence of summarization. Formally speaking, summa-
rization refers to capturing all the information in a source, without compromising on understanding.
There is a pressing need for summarization techniques to deal with the vast amount of textual data
available nowadays.

In certain genres, like fictional narratives, each sentence might have an important role to play. This
makes the domain of fictional narratives unsuitable for standard extractive summarization methods.
Typically, extractive summarization works well if the source text revolves around a central theme
with the same information reiterated across multiple sentences. For such text, picking a small num-
ber of relevant sentences is enough to summarize the text. Therefore, this method of extractive
summarization is widely used for newswire articles (Lee et al.l [2005), encyclopedic and scientific
texts (Teufel & Moens, 2002)) etc.

However, fictional stories and plays, for instance, do not always focus on a single theme. They
describe a sequence of events and often contain dialogue. Information is not repeated and each sen-
tence may contribute to developing the plot further. This problem is tackled in an alternate variation
of extractive summarization known as telegraphic summarization. In this summarization technique,
each sentence is considered an independent text source with each word acting as a segment. The
telegraphic summaries for an input, read like a telegram, hence the name. For example, for an input
sentence: “An earthquake in Tokyo left 12 people dead” the telegraphic summarization would be:
“earthquake Tokyo 12 dead”. Recently, the advantages of telegraphic summarization over typical
extractive techniques have been explored in |Malireddy et al.| (2018). The independent telegraphic
summaries computed for each sentence in a document can be combined to form the summary of the
whole document.

Current algorithms for telegraphic summarization rely on handcrafted rules (Grefenstettel [1998) or
statistics based on syntax to infer important words in a sentence (Jing} 2000; |Riezler et al.l 2003}
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Knight & Marcu, 2000). These methods, however, do not generalize for all cases. Additionally, the
work by [Lin| (2003) suggests that pure syntax based methods cannot be used for general purpose
summarization.

We overcome these limitations by exploring learning based approaches for telegraphic summariza-
tion. We propose an unsupervised deep network which implicitly learns to retain significant words
in a sentence. We try to reconstruct the source text (which is the input to our network), from an
abridged version of it generated at an intermediate stage. This abridged version can be used as the
telegraphic summary of the source. Since the proposed architecture follows an unsupervised ap-
proach, we do not need any labeled text-summary pairs for our method. Another advantage of our
algorithm is that it is agnostic to variations in genre, sentence length, vocabulary, language etc.

2 RELATED WORK

Early work on text summarization started around the mid 20" century. In one of the earliest work
by [Luhn| (1958), summarization was used to generate abstracts automatically from the excerpts of
technical papers and magazine articles. Since then, various algorithms for text summarization have
been proposed for multiple domains like newspaper articles (Wu & Hul |2018), scientific articles
(Teufel & Moens| [2002)) and blogs (Hu et al., [2007).

A comparative study in|Ceylan et al.|(2010) revealed that a single text summarization algorithm does
not perform equally well for all domains. This is because of differences in the nature and style of
the sources. Therefore it was concluded that separate algorithms need to be designed for different
domains of text sources.

Traditionally, most text summarization algorithms have focused on summarizing newspaper and
scientific articles (Luhnl, |1958; Teufel & Moens, [2002} [Lee et al., 2005). Although, there have been
recent attempts to summarize fictional stories (Kazantseva & Szpakowicz, |2010; |Lloret & Palomar,
2009; Mihalcea & Ceylan, 2007)), the objective of these algorithms is to let the reader decide if the
text is interesting enough to read. Therefore, these algorithms do not intend to encapsulate the entire
information of the source text.

An early general purpose text summarization algorithm for telegraphic purposes was proposed
in |Grefenstette (1998). This was a rule-based algorithm, with each rule allowing some specific
components of the source sentence in the summary. The first (and the most drastic) generated a
stream of all the proper nouns in the text. The second generated all nouns present in the subject
or object position. The third, in addition, included the head verbs. The least drastic reduction gen-
erated all subjects, head verbs, objects, subclauses, prepositions and dependent noun heads. Since
this algorithm is based on definitive guidelines, it does not generalize well for shorter sentences.
Additionally, it is not clear which rule should be applied to a sentence to generate its appropriate
summary.

There have also been numerous approaches using statistics based on syntax to generate telegraphic
summaries (Jing, 2000; Riezler et al., |2003; [Knight & Marcu, |2000). Typically, these approaches
drop words from the source which are not related to the neighboring words, whilst trying to maintain
the grammaticality of the summary. The grammatical correctness of the summary is checked using
statistical models. These approaches do not tend to give accurate results for shorter inputs as the
constraints for the removal of words are difficult to satisfy.

Recently, deep learning based methods have been enormously successful in the domain of feature
learning with little or no manual intervention. These approaches have been applied to core Lin-
guistics problems such as machine translation (Bahdanau et al., 2014)), language modeling (Mikolov
et al.,[2010) and image captioning (Johnson et al., 2016). Although these approaches achieve better
results than handcrafted algorithms, they are supervised approaches which require a huge amount of
data. Attempts have been made to counter this by exploring unsupervised learning-based algorithms,
eliminating the need for labeled ground truth data.

In this work, we have proposed a new architecture for telegraphic summarization, known as NUTS.
The proposed architecture implicitly learns to retain the significant segments of the source through
several encoder-decoder networks (Sutskever et al.,|2014)) to generate its telegraphic summary.
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Figure 1: The figure shows the proposed NUTS architecture model. The information in a given
input sentence s is encoded into a vector h.; as the final hidden state of Encoder E. This hidden
state vector h.; initializes decoder D;, which generates an indicator vector I. The element-wise
multiplication of I and s is used to construct the masked sentence s’. This masked sentence is
encoded into a vector(heo) using ES/. This vector is then used to initialize decoder DS/ which aims
to reconstruct s from the masked sentence.

3 NUTS MODEL DETAILS

In this section, we explain the details of the proposed model. We first describe the building blocks of
the architecture. Thereafter, we introduce the various components of the loss function and explain
each loss term and its usage.

3.1 ARCHITECTURE DETAILS

Given an input sentence s = wy, ws ..., Wy containing k£ words, the network tries to reconstruct the
same sentence s, with fewer number of words. The network architecture is such that it drops the
words it deems inferable for the final reconstruction. The network generates an indicator vector I
=1, I ... I, ..., Iy at an intermediate stage. The value of this indicator vector corresponds to the
presence of word w; in the summary subset T of the sentence set S. The words present in T are used
as the telegraphic summary of the sentence in order of their occurrence in s.

Formally, the network tries to find an I* such that the probability p(s|s ® I) is maximized and

Zle I; is minimized, jointly. The probability p(s|s ® I) can be decomposed further as shown in
Equation [I]
k
I" = arg}naXHp(wt\(wl x In), (way X I3), .oy (Wr—1 X T—1)) (1)
t=1

The entire architecture is built using RNN with LSTM cells proposed inHochreiter & Schmidhuber
(1997). The equations for LSTM gates are mentioned in Equation[A.T]in the Appendix section.

The proposed architecture has the following major components (illustrated in Fig.[T):

1. Sentence encoder (F;) encodes the input sentence s. Every word w; in the sentence is
converted into a d-dimensional vector e;. The sequence of these embedded vectors is fed
as input to the encoder at each time step. The final hidden state of F(he1) acts as a
sentence embedding for s.

2. Indicator decoder (D) is initialized by the final hidden state of E,. The output of this
decoder at each time step is passed through a network of two fully connected layers to
generate a single output value. We intend this output value to be close to either zero or one,
denoting the value of indicator vector I.

3. Summary encoder (Es/) encodes the masked sentence s’ = s ® I, where ® represents
element-wise multiplication. Therefore, the words corresponding to Ij= 0 are effectively
skipped. The final hidden state of E'/ acts as a sentence embedding for s'.

4. Summary decoder (D /) is initialized by the final hidden state of Es/(hez)- This decoder

aims to regenerate the input sentence s from s’. This motivates Dy to generate I in such a
way that s can be easily reconstructed from s’.
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The output at each time step from the LSTM cell in D are fed to a dense layer, W. This dense
layer computes the distribution over the vocabulary words from the decoders’ hidden states.

3.2 LOSS FUNCTION

In order to understand the function of each of the modules of the architecture, we outline the need
for each module’s loss term and their effects on the output of the network.

1. Summary length loss (L;): ensures that the ratio between the lengths of 8" and s is close
to a specific value r. This loss is calculated from the output of D;. We have observed that
extreme values of r fail to generate the desired output. In our experiments, low values of
r hindered the ability of the summary decoder D/ to reconstruct s from s’. On the other
hand, if r is very large, no words are dropped and s’ and s become equal. Therefore, the
value of r is set such that the summary is neither too short nor too long. Mathematically,
Ly can be represented as shown in Equation 2| We calculate the value of Len(s’) in this
equation as the sum of elements of I. The optimum value of r for our experiments was

found to be 0.65. Len(s') 9
en(s
L= - 2
! (Len(s) T) @

2. Summary Decoder Reconstruction loss (L) ensures that the words retained in s’ are
sufficient for reconstructing s. The L loss is calculated from the output of D . It aims

to maximize the probability of occurrence of w;(the i" word in s), given the final hidden
state of E s (he2) and all previous words in the masked sequence(w’ <;), encapsulated by
the hidden state vector from the previous time step. The mathematical representation of Lo
is shown in Equation 3]
Len(s)
Ly=— Z logP(w;|w' <;, he2) 3)
i=1
3. Binarization loss (L3) is calculated from the output of D;. Ideally, we want all values
in I to be either zero or one. However, if the target indicator is set to these hard values,
non-differentiability is introduced into the network. Therefore, we relax the requirement of
hard values and fix the range of D; output as [0, 1] using the sigmoid activation function.
Additionally, we model L3 such that the outputs tend to be distant from the mid-value of
0.5. This pushes the outputs close to zero or one, effectively fulfilling the objective of L.
Mathematically, this is achieved using Equation |4, A larger value of b results in a higher
penalty for mid-ranged values of I;. The value of a is such that L3 is always non-negative.
In our experiments, the best value of b was found to be 5.
1 2= b(Ii ~05)) A
8 Len(s) @
4. Linkage loss (L4) In our experiments we noticed that without an additional loss to govern
how the words are masked, the network tends to learn repetitive masking patterns. Such
skewed patterns are undesirable - while certain positions of s are well represented in 8/,
other positions are entirely missing. A few examples of such summaries are shown in
Fig. [A1] of Appendix 1. This motivates the need to couple ease of decoding with words
dropped from the summary. We introduce a novel ‘linkage’ loss function to achieve this.
The linkage loss facilitates the network to drop words which are deemed inferable. It is
applied to the outputs of Dy and D , simultaneously. Therefore, it correlates the indicator
vector and its effect on reconstruction. It penalizes the network if a) it decides to mask
a word but is unable to reconstruct it later or b) it decides to include a word which it
could decode easily. The mathematical equation describing the linkage loss is shown in
Equation (5] The variable y; denotes the relative ease of decoding word w;, given w’-; and
heo. The value of x; lies between 0 and 1 (both included). A larger value y; indicates that
w is difficult to decode. The value of x; is calculated using Equation[6] The addition of
linkage loss also results in significantly better results significantly as seen in Section 5.
Len(s)
Li= Y (Iie“%) F(1-L)ed — 1) )

i=1
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Figure 2: The figure shows a detailed flow of the NUTS architecture with an example input.

|log P (w;|w'<;, hea)|
Xi = (6)
MaxXi <i<Len(s) 09 P(Wi|w<i, hea)|
It can be seen from Equation |§| that L5 is minimized when either a) x; = Oand I; = 0
simultaneously (signifying that w; is easy to decode and should be dropped) or b) x; = 1
and I; = 1 simultaneously (indicating that hard-to-decode words should be retained).

The cumulative loss function (L) is a linear combination of the losses described above. Mathemati-
cally, the equation for L is represented in Equation [7]

L= /\1L1 + )\QLQ + )\3L3 + )\4L4 (7)

The weights A\, A2, A3, and A4 have been set to 3, 2, 50 and 3 respectively for our experiments.
Since this is an unsupervised approach currently the weights are experimentally determined and can
be fine-tuned on supervision.

3.3 WEIGHTED LINKAGE

We observed that some words are an integral part of the sentence and should never be dropped. Their
absence from the summary can entirely change the meaning of the summary/make the summary
meaningless (e.g. the word not in source sentence ‘He is not my friend’). However, the Summary
Decoder D s could infer some of these words despite their absence from the masked sentence. We
found that mostly subject and negation words fall into this category.

Therefore, to make the summary more aligned with the meaning of the source text, we provide an
additional ‘retention’ weight (w;) for each word along with sentence s in the input. We use these
weights to highlight the importance of retaining these words. This is achieved by modifying the
variable ; in the linkage loss described in Equation The modified variable (x’;) can be obtained
using the relation shown in Equation|[8] The need for weighted linkage loss is demonstrated with an
example in Fig. [A2] of Appendix 1. Although the quantitative scores are not affected significantly,
we achieve better qualitative results in terms of retention of meaning due to addition of weighted
linkage.
X |logP(w;|w' <, heo)|

max; <;<ien(s) (Wi X [logP(wilw<i, he2)|)

It should be noted that the weight input is only required at training time and no additional input other
than the sentence is required once the model has been trained.

/

Xi=

®)

A detailed flow of the network with an example input is provided in Fig. 2]

4 EXPERIMENTS

We have used the BookCorpus dataset introduced in [Zhu et al.| (2015)) for training the model. This
dataset contains 11038 books in 16 different genres (e.g. romance, comedy, science fiction, teen
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etc.). The total number of sentences and distinct words in the dataset are 74,004,228 and 1,316,420
respectively. The dataset is widely varied in terms of narratives, emotions and text style.

We created a dataset of 500 sentences for test purposes. These sentences were collected from fictions
of several genres. This dataset is similar to the BookCorpus dataset used for training. The sentence
length is varied between 5 and 30, with an equal number of examples for each length. The sentences
are annotated using the guidelines stated below:

1. A word is the smallest unit in the sentence. It should not be broken further. (“waiting” /4
“wait”).

2. The order of occurrence of words should be preserved in the summary.

3. The summary should be minimal without changing the meaning of the source.

4. The first occurrence of subject words should be included. Thereafter, subject words and
corresponding pronouns should only be included if necessary.

Five different users (all fluent in English) summarized 100 different sentences each. We verified
the consistency of the reference summaries using the inter-annotator agreement Kappa score. All
users were asked to cross-annotate additional 20 sentences for this purpose. The users had an agree-
ment Kappa score of 0.82, thus ensuring the gold standard of the summaries. The average relative
length of the summaries, created using these guidelines, with respect to the source sentence was
0.702. Some examples of the summaries generated using these guidelines are shown in Table[A.T]in
Appendix 1.

4.1 DETAILS OF TRAINING

We train the model on the entire BookCorpus dataset. All sentences were divided into buckets based
on the number of words. We considered only those buckets where the length was between 5 and 30
words in our experiments. All other sentences were discarded. This was done to ensure that the input
was neither too short nor too long. We consider an equal number of sentences from each of the 26
buckets, to make the network agnostic to sentence length. The number of sentences in the smallest
bucket was 375,000. Thus, a total of 9,750,000 sentences were considered from the original dataset.
10% of these sentences were used as the validation set and the rest for training. The sentences are
input to the network in mini-batches of size 128.

We restricted our vocabulary to 20000 most frequent words from the dataset (Kiros et al. 2015).
Each word was embedded as a 300-dimensional vector. All the encoders and decoders are modeled
using RNNs with LSTM cells of size 600. The weights of all the RNNs were initialized normally
A (u=0,0=0.1).

The output from Dj is passed through two fully-connected layers to form I. The hidden layer has
150 units with ReLU activation and the output layer has a sigmoid activation. The output of D
at each time-step is multiplied by a matrix W, thereby projecting its output from 600-dimensional
space to 20000-dimensional vocabulary-space. Softmax activation is then applied over the output
of the dense layer to compute probability distribution over the vocabulary. We used Adam (Kingma
& Bal [2014) as the optimization algorithm, with the initial learning rate set to 0.001, 5;=0.9 and
£2=0.999. Gradients were clipped when they became larger than 1.0.

5 RESULTS

We compare the NUTS model with the two baseline methods (explained below), and a rule-based
algorithm proposed by (Grefenstette (1998), due to the absence of any recent algorithm to generate
telegraphic summaries. The Grefenstette algorithm provides eight levels of summaries. Each level
allows for varying amount of information to be retained at the cost of summary length. In our
experiments, we consider the summary generated at the last level (most informative) as the output.

5.1 BASELINE

We use the stop words’ list as a baseline indicator of the words which do not contribute to the
summary of a sentence. Therefore, for any given input sentence, the telegraphic summary is formed
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by removing all the stop words present in the input. The experiments are conducted using the top
1% (200) of the total number of words in the vocabulary. The summary generated after removing
the stop words from this list is referred to as B1.

We also use an alternate baseline motivated from the TextRank algorithm (Mihalcea & Tarau}, 2004)).
A graph is constructed with the input words as nodes. The weight of the edge between two words,
w1 and w2, is equal to the cosine similarity between the corresponding word vectors, el and e2.
Pre-trained Glove vectors (Pennington et al.| [2014) are used to compute el and e2. We then run the
PageRank algorithm (Page et al.l [1998) till convergence and select the top nodes as the summary.
Hereafter, this baseline is referred to as B2.

5.2 QUANTITATIVE EVALUATION

Traditionally, the evaluation of summarization algorithms for a document is done using ROUGE
as proposed in [Lin| (2004). ROUGE-N evaluation is based on n-gram co-occurrence between the
system and reference summaries. The equation used to calculate ROUGE-N scores can be seen
in Equation @], where N stands for the length of the n-gram, gram,, and Countpqtcn(gram,)
is the maximum number of n-grams co-occurring in a candidate summary and a set of reference
summaries. In our experiments, each sentence is considered to be an independent document. The
reference summaries are generated using the guidelines stated in Section 4.1. All system generated
summaries are evaluated against the reference summaries for four values of N(1,2,3,4).

> ; count (gramy,)
s€Reference summaries Z ramy,€S match n
ROUGEy = L gram,

ZséReference summaries ZgramnES Count(gramn)

©))

Additionally, we also thought that it would be interesting to compare various algorithms based on
their summary lengths. We measured the length of the system generated summaries against the input
sentence and the reference summaries for this purpose. These metrics are referred to as summary
factor(s ) and length factor(l s) respectively. The scores are calculated using the formulae shown in
Equation [T0]and Equation[TT}

Len(summarysystem)
Sr =
! Len(s)

(10)

Len(summarysystem)

(1)

I 7 Len(summaryye ference)

The ROUGE-N, s; and I scores are calculated on the entire test dataset of 500 sentences. The
mean scores for each algorithm are presented in Table[l] It can be clearly seen that the proposed ar-
chitecture outperforms the existing algorithm and the baseline methods by a significant margin. The
NUTS architecture increases the average ROUGE-N score by 0.164 from the next best-performing
algorithm. Additionally, the average summary length is also close to that of the reference summaries
as can be seen by the [ scores. Although the sy scores suggest that the summaries generated using
B1 are most concise, the scores are less because the summaries hardly retain any words. This can be
verified by observing the other metrics used for comparison. The scores demonstrate that NUTS im-
plicitly balances summary length and content retention, i.e. it learns to retain most words in shorter
sentences while shortening the longer sentences simultaneously. There is no other recent algorithm
attempting to solve the telegraphic summarization, especially involving learning, to the best of our
knowledge. A primary reason for this could be lack of annotated data, which is also the motivation
behind the unsupervised approach proposed in this work.

Table 1: Comparison of various algorithms on test dataset.

N=1 N=2 N=3 N=4 S¢ ly
Bl 0.665 | 0.337 | 0.186 | 0.10 | 0.389 | 0.559
B2 0.707 | 0.346 | 0.156 | 0.074 | 0.611 | 0.878
Grefenstette 0.672 | 0.279 | 0.082 | 0.030 | 0.644 | 0.920
NUTS without Ly | 0.715 | 0.378 | 0.172 | 0.069 | 0.784 | 1.12
NUTS 0.816 | 0.545 | 0.372 | 0.263 | 0.689 | 0.983




Under review as a conference paper at ICLR 2019

5.3 QUALITATIVE EVALUATION

The ROUGE-N and length factor scores demonstrate the content adequacy and relative sentence
length similarity between the system and reference summaries. However, these scores can not com-
ment on the readability of the system generated summaries. The ROUGE-N scores only measure
the overlap between the reference and system summary and do not account for the coherence of
the summary with the original sentence. Some examples demonstrating these shortcomings of the
ROUGE-N scores can be seen in Appendix 1 (Fig.[A.3).

We conducted a study to validate the performance of various systems in terms of coherence and
meaning between the sentence and its summary. We selected 10 English speaking participants to
undertake the study. Each participant was provided with 20 input sentences and four summaries
for each sentence. They were asked to choose the summary which best captured the gist of the
sentence. Among the 20 sentences, five sentence-summary pairs were present for a sanity check.
One of the summaries in each of these five sentences was manually annotated, which the participants
were expected to choose. All the choices of the participants who chose a different summary more
than once out of these five sentences were discarded from evaluation. As a result, the choices of
two participants were not considered. Thus, the remaining 8 participants and their choices for the
other 15 questions were examined. Therefore, a total of 120 responses were finally considered for
evaluation.

The choices for the remaining sentences corresponded to the four system generated summaries. Out
of the 120 responses considered, the participants selected summary generated by the NUTS model
104 times(86.67%). Fig.[A.4]in Appendix 1 shows examples of some sentence-summary pairs along
with their references. As can be seen, the NUTS model mostly generates summaries close/equal
to the reference summaries(sentence 2). We also preserve the meaning of the input sentence (the
retention of ‘not’ in the third sentence and ‘own’ in the fourth sentence). It is noteworthy that the
nuances are captured despite significant shortening of the input.

The figure also shows some failure cases of the model. The words ‘origami’ and ’thrashers’ may
have been masked in sentence 5 and 6 respectively due to the limited vocabulary of the encoder.
This may be tackled by expanding the model’s vocabulary as suggested in |Kiros et al.[(2015)).

6 FUTURE WORK

We plan to extend the work proposed in this paper to further reduce the summary length correspond-
ing to a source text. We propose to stack the telegraphic outputs of multiple sentences as a new input
to our algorithm and iteratively reduce the summary length across multiple sentences. Alternatively,
the addition of context might help to generate concise telegraphic summaries for the entire text.

Another active area of our work is to use sentences selected by existing extractive summarization
techniques (Wu & Hul |2018)) as our input. This can enable these algorithms to extract additional
sentences in their output. We also plan to develop an algorithm to convert telegraphic inputs into
fully grammatical sentences.

7 CONCLUSION

We present a learning-based technique for the task of telegraphic summarization. This is the first
attempt to use a deep learning for telegraphic summarization. Furthermore, the proposed network is
completely unsupervised and removes the need for labeled summary texts. The network implicitly
learns the trade-off between readability and understanding, with respect to the source text. We
demonstrate through experiments that our network substantially improves results over the baselines.
Additionally, we also conducted qualitative experiments and demonstrate that the proposed network
generalizes over length and genre of the source text.

REFERENCES

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine translation by jointly
learning to align and translate. arXiv preprint arXiv:1409.0473, 2014.



Under review as a conference paper at ICLR 2019

Hakan Ceylan, Rada Mihalcea, Umut Ozertem, Elena Lloret, and Manuel Palomar. Quantifying
the limits and success of extractive summarization systems across domains. In Human language
technologies: The 2010 annual conference of the North American chapter of the Association for
Computational Linguistics, pp. 903-911. Association for Computational Linguistics, 2010. URL
http://dl.acm.org/citation.cfm?1d=1857999.1858132,

Gregory Grefenstette. Producing intelligent telegraphic text reduction to provide an audio scan-
ning service for the blind. In Working notes of the AAAI Spring Symposium on Intelligent Text
summarization, pp. 111-118. The AAAI Press Menlo Park, CA, 1998.

Sepp Hochreiter and Jiirgen Schmidhuber. Long short-term memory. Neural computation, 9(8):
1735-1780, 1997.

Meishan Hu, Aixin Sun, and Ee-Peng Lim. Comments-oriented blog summarization by sentence
extraction. In Proceedings of the Sixteenth ACM Conference on Conference on Information and
Knowledge Management, CIKM ’07, pp. 901-904, New York, NY, USA, 2007. ACM. ISBN 978-
1-59593-803-9. doi: 10.1145/1321440.1321571. URL |http://doi.acm.org/10.1145/
1321440.1321571.

Hongyan Jing. Sentence reduction for automatic text summarization. In Proceedings of the Sixth
Conference on Applied Natural Language Processing, ANLC 00, pp. 310-315, Stroudsburg,
PA, USA, 2000. Association for Computational Linguistics. doi: 10.3115/974147.974190. URL
https://doi.org/10.3115/974147.974190.

Justin Johnson, Andrej Karpathy, and Li Fei-Fei. Densecap: Fully convolutional localization net-
works for dense captioning. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 4565-4574, 2016.

Anna Kazantseva and Stan Szpakowicz. Summarizing short stories. Comput. Linguist., 36(1):71—
109, 2010. ISSN 0891-2017. doi: 10.1162/coli.2010.36.1.36102. URL http://dx.doi.
org/10.1162/c011.2010.36.1.36102.

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014,

Ryan Kiros, Yukun Zhu, Ruslan R Salakhutdinov, Richard Zemel, Raquel Urtasun, Antonio Tor-
ralba, and Sanja Fidler. Skip-thought vectors. In Advances in neural information processing
systems, pp. 3294-3302, 2015.

Kevin Knight and Daniel Marcu. Statistics-based summarization-step one: Sentence compression.
AAAI/ IAAL, 2000:703-710, 2000.

Chang-Shing Lee, Zhi-Wei Jian, and Lin-Kai Huang. A fuzzy ontology and its application to news
summarization. IEEE Transactions on Systems, Man, and Cybernetics, Part B (Cybernetics), 35
(5):859-880, 2005. ISSN 1083-4419. doi: 10.1109/TSMCB.2005.845032.

Chin-Yew Lin. Improving summarization performance by sentence compression: a pilot study. In
Proceedings of the sixth international workshop on Information retrieval with Asian languages-
Volume 11, pp. 1-8. Association for Computational Linguistics, 2003.

Chin-Yew Lin. Rouge: A package for automatic evaluation of summaries. Text Summarization
Branches Out, 2004. URL http://www.aclweb.org/anthology/W04-1013.

Elena Lloret and Manuel Palomar. A Gradual Combination of Features for Building Automatic Sum-
marisation Systems, pp. 16-23. Springer Berlin Heidelberg, Berlin, Heidelberg, 2009. ISBN 978-
3-642-04208-9. doi: 10.1007/978-3-642-04208-9_6. URL https://doi.org/10.1007/
978-3-642-04208-9_¢6.

Hans Peter Luhn. The automatic creation of literature abstracts. IBM J. Res. Dev., 2(2):159-165,
1958. ISSN 0018-8646. doi: 10.1147/rd.22.0159. URL http://dx.doi.org/10.1147/
rd.22.0159.


http://dl.acm.org/citation.cfm?id=1857999.1858132
http://doi.acm.org/10.1145/1321440.1321571
http://doi.acm.org/10.1145/1321440.1321571
https://doi.org/10.3115/974147.974190
http://dx.doi.org/10.1162/coli.2010.36.1.36102
http://dx.doi.org/10.1162/coli.2010.36.1.36102
http://www.aclweb.org/anthology/W04-1013
https://doi.org/10.1007/978-3-642-04208-9_6
https://doi.org/10.1007/978-3-642-04208-9_6
http://dx.doi.org/10.1147/rd.22.0159
http://dx.doi.org/10.1147/rd.22.0159

Under review as a conference paper at ICLR 2019

Chanakya Malireddy, Srivenkata NM Somisetty, and Manish Shrivastava. Gold corpus for tele-
graphic summarization. In Proceedings of the First Workshop on Linguistic Resources for Natural
Language Processing, pp. 71-77, 2018.

Rada Mihalcea and Hakan Ceylan. Explorations in automatic book summarization. In Pro-
ceedings of the 2007 joint conference on empirical methods in natural language processing
and computational natural language learning (EMNLP-CoNLL), pp. 380-389, 2007. URL
http://www.aclweb.org/anthology/D07-1040.

Rada Mihalcea and Paul Tarau. Textrank: Bringing order into text. In Proceedings of the 2004
conference on empirical methods in natural language processing, 2004.

Toméas Mikolov, Martin Karafiat, Luk4$ Burget, Jan Cernocky, and Sanjeev Khudanpur. Recurrent
neural network based language model. In Eleventh Annual Conference of the International Speech
Communication Association, 2010.

Lawrence Page, Sergey Brin, Rajeev Motwani, Terry Winograd, et al. The pagerank citation ranking:
Bringing order to the web. 1998.

Jeffrey Pennington, Richard Socher, and Christopher Manning. Glove: Global vectors for word
representation. In Proceedings of the 2014 conference on empirical methods in natural language
processing (EMNLP), pp. 15321543, 2014.

Stefan Riezler, Tracy H King, Richard Crouch, and Annie Zaenen. Statistical sentence condensation
using ambiguity packing and stochastic disambiguation methods for lexical-functional grammar.
In Proceedings of the 2003 Conference of the North American Chapter of the Association for
Computational Linguistics on Human Language Technology-Volume 1, pp. 118—125. Association
for Computational Linguistics, 2003.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with neural networks.
In Advances in neural information processing systems, pp. 3104-3112, 2014.

Simone Teufel and Marc Moens. Summarizing scientific articles: experiments with rele-
vance and rhetorical status. Computational linguistics, 28(4):409—445, 2002. doi: 10.1162/
089120102762671936. URL http://dx.doi.org/10.1162/089120102762671936.

Yuxiang Wu and Baotian Hu. Learning to extract coherent summary via deep reinforcement learn-
ing. CoRR, abs/1804.07036, 2018. URL http://arxiv.org/abs/1804.07036.

Yukun Zhu, Ryan Kiros, Rich Zemel, Ruslan Salakhutdinov, Raquel Urtasun, Antonio Torralba, and
Sanja Fidler. Aligning books and movies: Towards story-like visual explanations by watching
movies and reading books. In Proceedings of the IEEE international conference on computer
vision, pp. 19-27, 2015.

A APPENDIX 1 : ADDITIONAL DETAILS AND EXAMPLES

LSTM Details
LSTM refers to Long Short-Term Memory, enabling the network to retain memory across time-
steps. Additionally, LSTM is designed such that the error gets backpropagated across time-steps
efficiently. The equations for various gates and the outputs of a LSTM are presented below.

i = O’(Widt + U;hi—1 + bl)

ft = O'(Wfdt + Ufhtfl + bf)

Oy = O'(Wodt + Uoh,tfl + bo)

¢ = tanh(Wedy + Uchy—q + be)
=1 O&+ fr ©c—1
ht =0t ©® tanh(ct)

(A1)

where, d; is the value of an input to the cell at time ¢; h; is the value of the hidden state at time ¢; W,
Wy, W,, W, are the weight matrices corresponding to d; U;, Uy, U, U, are the weight matrices

10


http://www.aclweb.org/anthology/D07-1040
http://dx.doi.org/10.1162/089120102762671936
http://arxiv.org/abs/1804.07036

Under review as a conference paper at ICLR 2019

corresponding to h¢_1; b;, by, bo, b, are the bias values for each gate. The output of each gate at time
t is represented as is, ft, 0¢, and ¢é. The output of the LSTM cell at time t is represented by c¢;. The
operator ® refers to element-wise multiplication between corresponding operands.

Additional Examples

In this sub-section, we illustrate the effects of linkage loss and weighted linkage through examples.
Additionally, we also show some examples of the sentence-summary pairs from the test dataset
we have generated. Finally, we demonstrate the effectiveness of NUTS architecture to retain the
meaning of the input sentence and reduce the summary length simultaneously.

Input : Then I headed back downstairs to help set the table.
Reference : I headed downstairs help set table.

Pattern 1 it downstairs to help set the table.
Pattern 2 : ---- I headed ---- downstairs to ---- set the ----- .

Figure A.1: The figure shows examples of undesirable patterns learned by the network in the absence
of linkage loss. In Pattern 1, the model masks the entire first half. Similarly, in the Pattern 2, the
model learns to mask every third word. Even though the resultant summary length for both patterns
is equal to that of the reference summary, neither of them are able to capture the semantics of the
1mnput.

Input : I did not have much time.
With weights : I not have time.
Without weights : have time.

Figure A.2: The figure demonstrates the effects of weighted linkage. When the retention weights

are not taken into account, the subject and negation words are masked. However, this is rectified
when retention weights are introduced, thereby preserving the meaning of the sentence.

Table A.1: Examples of sentence and summary pairs used for testing the network.

Sentence Summary
I shoved it back in my pocket and
kept going I shoved it pocket kept going
I kept my eyes on the shadowed road
watching my every step I kept eyes on road watching every step
I thumbed the keypad and opened the
message Seth had sent me I thumbed keypad opened message Seth sent
Input sentence : Delhi is not the place where you want to be after dark.
Reference summary: Delhi not place you want be after dark.
System summary : Delhi place you want be after dark.
ROUGE-1 score : 0.875
(a)

Input sentence : I would like to get home before my dad wakes her up.
Reference summary: I like get home before dad wakes her.

System summary : I like get home before dad wakes.

ROUGE-1 score 0.875

(b)

Figure A.3: The figure illustrates the inability of ROUGE-N scores to capture the difference in
meaning between system and reference summaries. In (a) the ROUGE-N score reports a similarity
of 0.875. However, the absence of one word has completely changed the meaning of the summary.
Similarly in (b), the one word which is missing is non-inferable and makes the summary open to
multiple interpretations, despite a high ROUGE-N score with the reference summary.

11



Under review as a conference paper at ICLR 2019

Input sentence

Ref nce summary

Bl summary

B2 summary
Grefenstette summary
NUTS summary

Input sentence
Reference
Bl summary
B2 summary
Grefenstette summary
NUTS summary

summary

Input sentence

Reference summar Yy

Bl summary

B2 summary
Grefenstette summary
NUTS summary

Input sentence
Reference summary

Bl summary

B2 summary
Grefenstette summary

NUTS summary

Input sentence
Reference summary

Bl summary

B2 summary
Grefenstette summary

NUTS summary
Input sentence
Reference summary

Bl summary

B2 summary
Grefenstette summary
NUTS summary

Figure A.4: The figure shows some examples of system generated summaries for a given sentence

Two bank robbers were shot dead last Friday when a high-speed car
chase ended a gun battle in the city center.
% t dead Friday hi

robbe > ended gun

(} h-speed car ch
t ter.

bank robbers shot dead Friday high-speed chase ended gun

battle city center.

Two bank robbers were shot friday car ended in gun the city center
robbers shot last chase ended in battle in center.

Two bank robbers shot dead last friday when car chase ended gun
battle city center.

The two men inside were reported dead on arrival in hospital.
two men inside d arrival hospital.
The men inside reported dead arrival hospital.

men inside were reported dead hospital.

reported de

men reported on arrival in hospital.
two men inside reported dead arrival hospital.

We commonly do not remember that it is, after all,
always the first person that is speaking.

We do not remember it is always first person speaking.
We commonly remember is, all, always person speaking.
We commonly not that it is after all always the.

We not remember it is person speaking.

We commonly not remember it after all always first person is speaking.

I looked at my own shadow that danced behind me.
w danced behind.

I looked own shadow
shadow danced.

I looked at own shadow that.

I looked at shadow that danced behind me.
I looked own shadow danced behind.

Or maybe I could finish a painting tonight and watch mom do origami.

I fini nting tonight watch mom
maybe finish painting tonight watch mom origami
Or maybe I finish tonight watch mom.

I finish painting tonight watch mom origami.

Or maybe I finish painting tonight watch mom.

origami

Thrashers were probably one of the most feral and nasty monsters
I've ever encountered.
Thras ly mo DU
Thrashers probably feral nasty monsters I've ever encountered.
Thrashers were probably feral nasty I've ever encountered.
Thrashers were monsters I've encountered.

were probably one most feral nasty monsters I've ever encountered.

hers probab st feral nasty monsters I've enc ntered.

along with their reference summaries.
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