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ABSTRACT

We consider the large-scale query-document retrieval problem: given a query
(e.g., a question), return the set of relevant documents (e.g., paragraphs contain-
ing the answer) from a large document corpus. This problem is often solved in
two steps. The retrieval phase first reduces the solution space, returning a subset
of candidate documents. The scoring phase then re-ranks the documents. Criti-
cally, the retrieval algorithm not only desires high recall but also requires to be
highly efficient, returning candidates in time sublinear to the number of docu-
ments. Unlike the scoring phase witnessing significant advances recently due to
the BERT-style pre-training tasks on cross-attention models, the retrieval phase
remains less well studied. Most previous works rely on classic Information Re-
trieval (IR) methods such as BM-25 (token matching + TF-IDF weights). These
models only accept sparse handcrafted features and can not be optimized for dif-
ferent downstream tasks of interest. In this paper, we conduct a comprehensive
study on the embedding-based retrieval models. We show that the key ingredient
of learning a strong embedding-based Transformer model is the set of pre-training
tasks. With adequately designed paragraph-level pre-training tasks, the Trans-
former models can remarkably improve over the widely-used BM-25 as well as
embedding models without Transformers. The paragraph-level pre-training tasks
we studied are Inverse Cloze Task (ICT), Body First Selection (BFS), Wiki Link
Prediction (WLP), and the combination of all three.

1 INTRODUCTION

We consider the large-scale retrieval problem: given a query, return the most relevant documents
from a large corpus, where the size of the corpus can be hundreds of thousands or more. One can
view this problem as learning a scoring function f : X × Y → R, that maps a pair of a query and
a document (q,d) ∈ X × Y to a score f(q,d). The function should be designed such that the
relevant (q,d) pairs have high scores, whereas the irrelevant ones have low scores. Many real-world
applications besides query-document retrieval can be cast into this form. For example, in recommen-
dation systems, q represents a user query and d represents a candidate item to recommend (Krichene
et al., 2019). In extreme multi-label classification, q represents a web-page document and d repre-
sents the categories or hashtags of interests (Jain et al., 2019; Chang et al., 2019). In open-domain
question answering, q represents a question and d represents an evidence passage containing the
answer (Chen et al., 2017; Hu et al., 2019; Lee et al., 2019).

Central to the above is designing the scoring function f . Recently, BERT (Devlin et al., 2019),
along with its many successors such as XLNet (Yang et al., 2019b) and RoBERTa (Liu et al., 2019),
has led to significant improvements to many NLP tasks such as sentence pairs classification and
question-answering. In BERT, the scoring function f is a pre-trained deep bidirectional Transformer
model. While BERT-style cross-attention models are very successful, it cannot be directly applied
to large-scale retrieval problems because computing f(q,d) for every possible document can be
prohibitively expensive. Thus, one typically first uses a less powerful but more efficient algorithm
(another scoring function f ) to reduce the solution space (the “retrieval phase”), and then use the
BERT-style model to re-rank the retrieved documents (the “scoring phase”).

∗work performed when interning at Google.

1



Published as a conference paper at ICLR 2020

The retrieval phase is critical. Ideally speaking, the algorithm should have a high recall; otherwise,
many relevant documents won’t even be considered in the scoring phase. The algorithm also needs
to be highly efficient: it should return a small subset of relevant documents in time sublinear to the
number of all documents. Although significant developments are advancing the scoring algorithms,
the retrieval algorithms remain less studied, and this is the focus of this paper.

The retrieval algorithm can be put into two categories. The first type is classic information retrieval
(IR) algorithms relying on token-based matching. One example is BM-25 (Robertson et al., 2009),
which remains to be the most commonly-used (Nguyen et al., 2016; Yang et al., 2017; 2019a) and
hard to beat (Chapelle & Chang, 2011; Lee et al., 2019) algorithm. Here the scoring function f
is based on token-matching between the two high-dimensional sparse vectors with TF-IDF token
weights, and retrieval can be done in sublinear time using the inverted index. Despite the wide
usage, these algorithms are handcrafted and therefore cannot be optimized for a specific task.

The second option is an embedding-based model that jointly embeds queries and documents in the
same embedding space and use an inner product or cosine distance to measure the similarity between
queries and documents. Let the query embedding model be φ(·) and the document embedding model
be ψ(·). The scoring function is

f(q,d) = 〈φ(q), ψ(d)〉.

In the inference stage, retrieving relevant documents then becomes finding the nearest neighbors
of a query in the embedding space. Since the embeddings of all candidate documents can be pre-
computed and indexed, the inference can be done efficiently with approximate nearest neighbor
search algorithms in the embedding space (Shrivastava & Li, 2014; Guo et al., 2016).

In this paper, we refer to the above embedding-based model as the two-tower retrieval model, be-
cause the query and document embeddings are coming from two separate “towers” of neural net-
works. In the literature, it is also known as the Siamese network (Das et al., 2016; Triantafillou
et al., 2017) or dual-encoder model (Cer et al., 2018; Mazaré et al., 2018). Compared to the sparse
token-based models, the two-tower models can capture deeper semantic relationships within queries
and documents, and the models can be optimized specifically for the task being considered.

In the heart of two-tower models is the embedding functions φ(·) and ψ(·). A modern choice is
using Transformers to model the attention within queries and within documents, rather than the
cross-attention between them as in the BERT model. The token-level masked-LM (MLM) pre-
training task is crucial to the success of BERT-style cross-attention models. Nevertheless, what
pre-training tasks are useful for improving two-tower Transformer models in large-scale retrieval,
remains a crucial yet unsolved research problem. In this paper, we aim to answer this question
by studying different pre-training tasks for the two-tower Transformer models. We contribute the
following insight:

• The two-tower Transformer models with proper pre-training can significantly outperform
the widely used BM-25 algorithm;

• Paragraph-level pre-training tasks such as Inverse Cloze Task (ICT), Body First Selection
(BFS), and Wiki Link Prediction (WLP) hugely improve the retrieval quality, whereas the
most widely used pre-training task (the token-level masked-LM) gives only marginal gains.

• The two-tower models with deep transformer encoders benefit more from paragraph-level
pre-training compared to its shallow bag-of-word counterpart (BoW-MLP).

To the best of our knowledge, this is the first comprehensive study on pre-training tasks for efficient
large-scale retrieval algorithms. The rest of the paper is organized as follows. We start by introduc-
ing the two-tower retrieval model in Section 2. The pre-training tasks are presented in 3, and the
experiments and analysis are presented in Section 4. Finally, we conclude this work in Section 5.

2 THE TWO-TOWER RETRIEVAL MODEL

Given a query q ∈ X and a document d ∈ Y , we consider two-tower retrieval models that consist of
two encoder functions, φ : X → Rk and ψ : Y → Rk which map a sequence of tokens in X and Y
to their associated embeddings φ(q) and ψ(d), respectively. The scoring function f : Rk×Rk → R
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Figure 1: Difference between two-tower models and cross-attention models. Following previous
works, we consider [CLS] embedding and average pooling as the aggregator’s output for the two-
tower Transformer model and the two-tower MLP model, respectively.

is then defined to be the inner product1 of the embeddings

f(q,d) = 〈φ(q), ψ(d)〉. (1)

In this paper, we are interested in parameterizing the encoders φ, ψ as deep Transformer mod-
els (Vaswani et al., 2017) due to its expressive power in modeling natural language.

In the rest of this section, we illustrate the advantage of two-tower models in the inference phase; dis-
cuss the pros and cons of two-tower models in comparison with BERT-like cross-attention models;
present the learning procedure of estimating model parameters under maximum likelihood principle;
and review the related works.

Inference The difference between two-tower models and cross-attention models is shown in Fig-
ure 1. The advantage of two-tower models is the efficiency in the inference time. First, all the
document embeddings can be pre-computed. Then, given an unseen query q, we only need to rank
the document based on its inner product with the query embedding. This is way more efficient than
running inference on a cross-attention BERT-style model (often used in the scoring stage). To see
this, the scoring function of BERT-style model is with the form

f�;w(q,d) = ψ�(q ⊕ d)Tw, (2)

where ⊕ denotes the concatenate operation of the query and the document sequence and w ∈ Rk
is an additional model parameters. In BERT, for each query, one has to make the above expensive
inference on all documents. For example, with the 128-dimensional embedding space, inner prod-
uct between 1000 query embeddings with 1 million document embeddings only takes hundreds of
milliseconds on CPUs, while computing the same scores with cross-attention models takes hours if
not more even on GPUs.

Furthermore, retrieving the closest documents in the embedding space can be performed in sublin-
ear time with the well-studied maximum inner product (MIPS) algorithms with almost no loss in
recall (Shrivastava & Li, 2014; Guo et al., 2016).

Learning One unique advantage of the two-tower retrieval model in comparison with classic
IR algorithms is the ability to train it for specific tasks. In this paper, we assume that the train-
ing data is presented as relevant “positive” query-document pairs T = {(qi,di)}|T |i=1. Let θ
be the model parameters. We estimate the model parameters by maximizing the log likelihood

1This also includes cosine similarity scoring functions when the embeddings φ(q), ψ(d) are normalized.
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max�
P

(q;d )2T logp� (djq) where the conditional probability is de�ned by the Softmax:

p� (djq) =
exp

�
f � (q; d)

�

P
d 02D exp

�
f � (q; d0)

� ; (3)

andD is the set of all possible documents. The Softmax involves computing the expensive denomi-
nator of Equation (3), a.k.a, the partition function, that scales linearly to the number of documents.
In practice, we use the Sampled Softmax, an approximation of the full-Softmax where we replaceD
by a small subset of documents in the current batch, with a proper correcting term to ensure the un-
biasedness of the partition function (Bengio & Senécal, 2008). Sampled Softmax has been widely
used in language modeling (Chen et al., 2016; Grave et al., 2017), recommendation systems (Yu
et al., 2017; Krichene et al., 2019) and extreme classi�cation (Blanc & Rendle, 2018; Reddi et al.,
2019).

Since we often have a limited amount of supervised data from the downstream task, it is important to
�rst train the retrieval model with positive pairsT from a set of pre-training tasks. We then �ne-tune
it with positive pairsT from the downstream task. We will present the set of pre-training tasks we
study in Section 3.

Related Works Cer et al. (2018) study the two-tower Transformer model as a universal sen-
tence encoder. The model is learned with multiple tasks including the unsupervised Skip-Thought
task (Kiros et al., 2015), the supervised conversation input-response task (Henderson et al., 2017),
and the supervised sentence classi�cation SNLI task (Bowman et al., 2015). Humeau et al. (2019)
propose the Poly-encoders architecture to balance the computation/expressiveness tradeoff between
two-tower models and cross-attention models. Reimers & Gurevych (2019) �ne-tune the deep two-
tower models on two supervised datasets, SNLI and MNLI (Williams et al., 2018), then apply it in
solving other downstream tasks. Unlike all the above works that consider training the two-tower
Transformer models on a limited amount of supervised corpus for the sentence classi�cation tasks,
we study different pre-training tasks and their contributions in the large-scale retrieval settings.

Another closely related topic is the open-domain question answering. Previous works consider using
BM25 or other lexical matching methods to retrieve the top-k relevant passages ef�ciently and then
deploy the more expensive cross-attention scoring function to �nd the answer (Chen et al., 2017;
Yang et al., 2017; 2019a). Das et al. (2019) encode query and document separately with LSTM
encoders. They employ a training procedure different from ours and do not consider pre-training.
Very recently, Lee et al. (2019) propose to pre-train two-tower Transformer models with the Inverse
Cloze Task (ICT) to replace BM25 in the passage retrieval phase. The advantage is that the retriever
can be trained jointly with the reader/scorer. Nevertheless, their pre-trained two-tower models do
not outperform BM25 on the SQuAD dataset, potentially because the �ne-tuning is only performed
on the query-tower.

Model distillation (Hinton et al., 2015) can be used to compress expensive BERT-like cross-attention
models into ef�cient two-tower Transformer models for large-scale retrieval problems. For example,
Tang et al. (2019) demonstrate initial success in distilling the BERT model into a two-tower model
with BiLSTM as encoders. The pre-training tasks we study in this paper can be used as additional
supervision in the distillation process, and therefore complementary to model distillation.

3 PRE-TRAINING TASKS OF DIFFERENT SEMANTIC GRANULARITIES

As mentioned in Section 2, due to the limited amount of supervised data from downstream tasks, a
crucial step of learning deep retrieval models is to pre-train the model with a set of pre-training tasks
(we will verify this in Section 4). Sentence-level pre-training tasks have been studied before. One
example is reconstructing the surface form of surrounding sentences given the encoded sentence (Le
& Mikolov, 2014; Kiros et al., 2015), and another one is discriminating the next sentence from
random candidates (Jernite et al., 2017; Logeswaran & Lee, 2018).

In this paper, we assume that the pre-training data is de�ned as positive query-document(q; d) pairs.
A good pre-training task should have the following two properties.1) It should be relevant to the
downstream task. For example, when solving the question-answering retrieval problem, the model
should capture different granularities of semantics between the query and document. The semantics
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