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Abstract

Multimodal sentiment analysis is a core research area that studies speaker sentiment
expressed from the language, visual, and acoustic modalities. The central challenge
in multimodal learning involves inferring joint representations that can process
and relate information from these modalities. However, existing work learns joint
representations using multiple modalities as input and may be sensitive to noisy or
missing modalities at test time. With the recent success of sequence to sequence
models in machine translation, there is an opportunity to explore new ways of
learning joint representations that may not require all input modalities at test time. In
this paper, we propose a method to learn robust joint representations by translating
between modalities. Our method is based on the key insight that translation from a
source to a target modality provides a method of learning joint representations using
only the source modality as input. We augment modality translations with a cycle
consistency loss to ensure that our joint representations retain maximal information
from all modalities. Once our translation model is trained with paired multimodal
data, we only need data from the source modality at test-time for prediction.
This ensures that our model remains robust from perturbations or missing target
modalities. We train our model with a coupled translation-prediction objective and
it achieves new state-of-the-art results on multimodal sentiment analysis datasets:
CMU-MOSI, ICT-MMMO, and YouTube. Additional experiments show that our
model learns increasingly discriminative joint representations with more input
modalities while maintaining robustness to perturbations of all other modalities.

1 Introduction
Sentiment analysis, which involves identifying a speaker’s opinion, is a core research problem in
machine learning and natural language processing. However, language-based sentiment analysis
through words, phrases, and their compositionality was found to be insufficient for inferring affective
content from spoken opinions [34], which contain rich nonverbal behaviors in addition to verbal
text. As a result, there has been a recent push towards using machine learning methods to learn joint
representations from additional behavioral cues present in the visual and acoustic modalities. This
research field has become known as multimodal sentiment analysis and extends the conventional text-
based definition of sentiment analysis to a multimodal setup. For example, [22] explore the additional
acoustic modality while [62] use the language, visual, and acoustic modalities present in monologue
videos to predict sentiment. The abundance of multimodal data has led to the creation of multimodal
datasets, such as CMU-MOSI [67] and ICT-MMMO [62], as well as deep multimodal models that are
highly effective at learning discriminative joint multimodal representations [30, 58, 8]. Existing work
learns joint representations using multiple modalities as input with neural networks [29], graphical
models [34] or geometric classifiers [67]. However, this results in joint representations that are
sensitive to noisy or missing modalities at test time.
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Figure 1: Learning robust joint representations via
multimodal cyclic translations. Top: cyclic trans-
lations from a source modality (language) to a tar-
get modality (visual). Bottom: the representation
learned between language and vision are further
translated into the acoustic modality, forming the
�nal joint representation. The joint representation
is then used for multimodal prediction.

To address this problem, we draw inspirations
from the recent success of sequence to sequence
models for unsupervised representation learn-
ing [56]. We propose the Multimodal Cyclic
Translation Network model (MCTN) to learn
robust joint multimodal representations by trans-
lating between modalities. Figure 1 illustrates
these translations between the language, visual
and acoustic modalities. Our method is based
on the key insight that translation from a source
modalityS to a target modalityT results in an
intermediate representation that captures joint in-
formation between modalitiesS andT. MCTN
extends this insight using a cyclic translation
loss involving bothforward translationsfrom
source to target, andbackward translationsfrom
the predicted target back to the source modal-
ity. Together, we call thesemultimodal cyclic
translationsto ensure that the learned joint rep-
resentations capture maximal information from
both modalities. We also propose a hierarchical
MCTN to learn joint representations between
a source modality and multiple target modalities. MCTN is trainable end-to-end with a coupled
translation-prediction loss which consists of (1) the cyclic translation loss, and (2) a prediction loss to
ensure that the learned joint representations are task-speci�c. Another advantage of MCTN is that
once trained with paired multimodal dataˆS; T•, weonlyneed data from the source modalityS at
test time to infer the joint representation and sentiment prediction. As a result, MCTN is completely
robust to test-time perturbations on target modalityT and missing modalities.

Even though translation and generation of videos, audios, and text are dif�cult [28], our experiments
show that the learned joint representations can help for discriminative tasks: MCTN achieves new
state-of-the-art results on multimodal sentiment analysis using the CMU-MOSI, ICT-MMMO, and
YouTube public datasets. Additional experiments show that MCTN learns increasingly discriminative
joint representations with more input modalities while maintaining robustness to all target modalities.

2 Related Work

Early work on sentiment analysis focused primarily on written text [40, 51]. Recently, multimodal
sentiment analysis has gained more research interest [5] since learning joint representation of multiple
modalities is a challenging task. Earlier work simply concatenated the input features [37, 26]. Recently,
several neural models have also been proposed to learn joint representations [8, 65, 9]. For example,
[29] presented a multistage approach to learn hierarchical multimodal representations. The Tensor
Fusion Network [64] and the Low-rank Multimodal Fusion model [31] presented methods based on
Cartesian-products to model unimodal, bimodal and trimodal interactions.

In addition to purely supervised approaches, generative methods based on Generative Adversarial
Networks (GANs) [17] have been used to learn joint distributions between two or more modalities [14,
27]. Another method involves using conditional generative models [33, 23, 39] to translate one
modality to another. Generative-discriminative objectives have been used to learn either joint [44, 24]
or factorized [58] representations. Our work takes into account the sequential dependency of modality
translations and also explores the effect of a cyclic translation loss on modality translations.

Finally, there has been some progress on accounting for noisy or missing modalities at test time.
[55] proposed using Deep Boltzmann Machines to model the joint distribution over multimodal
data. Sampling from the conditional distributions allow for inference of missing modalities. [52]
trained Restricted Boltzmann Machines to minimize the variation of information between modality-
speci�c latent variables. Models based on autoencoders [57], adversarial learning [7], or multiple
kernel learning [32] have also been proposed for these tasks. It was also found that training with
missing or noisy modalities can improve the robustness of joint representations [37]. These methods
approximately infer the missing modalities before prediction, leading to possible error compounding.
On the other hand, MCTN remains fully robust to other modalities during testing.
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