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Abstract
We present the first automatic end-to-end deep learning framework for the prediction of future
patient disability progression (one year from baseline) based on multi-modal brain Magnetic Res-
onance Images (MRI) of patients with Multiple Sclerosis (MS). The model uses parallel convo-
lutional pathways, an idea introduced by the popular Inception net (Szegedy et al., 2015) and is
trained and tested on two large proprietary, multi-scanner, multi-center, clinical trial datasets of
patients with Relapsing-Remitting Multiple Sclerosis (RRMS). Experiments on 465 patients on the
placebo arms of the trials indicate that the model can accurately predict future disease progression,
measured by a sustained increase in the extended disability status scale (EDSS) score over time.
Using only the multi-modal MRI provided at baseline, the model achieves an AUC of 0.66±0.055.
However, when supplemental lesion label masks are provided as inputs as well, the AUC increases
to 0.701± 0.027. Furthermore, we demonstrate that uncertainty estimates based on Monte Carlo
dropout sample variance correlate with errors made by the model. Clinicians provided with the
predictions computed by the model can therefore use the associated uncertainty estimates to assess
which scans require further examination.
Keywords: Deep learning, Multiple Sclerosis, MRI, multi-modal, disease progression

1. Introduction

Neurological diseases, such as Alzheimer disease (AD) and Multiple Sclerosis (MS), present major
burdens on patients, their families, and on society as a whole (Naci et al., 2010; Brookmeyer et al.,
2007). As an example of the financial burden alone, the mean lifetime cost per MS patient has been
estimated to be $2.5 million (Patwardhan et al., 2005). Correctly identifying patients whose condi-
tion is at risk of worsening by predicting their future disease course would be enormously beneficial
to patients as well as the health care system. More aggressive treatments could be offered to patients
for whom the prognosis is poor, setting the stage for personalized medicine. Furthermore, clinical
trials would be faster and cheaper if one could accurately predict future disease progression in the
early phases of the trial. In this paper, we focus on the particular context of MS, an inflammatory,
demyelinating, and degenerative disease of the central nervous system resulting in a range of physi-
cal and cognitive disabilities (MS Society of Canada, last accessed on 06/30/18). To date, treatments
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have been successfully developed to suppress the acute inflammatory demyelinating lesions that are
the hallmark of this disease, and the associated relapses, but these treatments have little of no effect
on the relentless disability progression that develops in some patients.

MRIs are an integral part of the clinical management of MS due to their exquisite sensitivity
to the development of new MS lesions. MRIs allow clinicians to monitor the evolution of lesions
and the effectiveness of drugs being used to suppress them. New lesion formation has also been
extremely valuable as a biomarker of treatment efficacy in early stage clinical trials (Barkhof et al.,
1997; Frisoni et al., 2010). There have been several successful imaging studies which used MRI
biomarkers to determine disability level and progression for a variety of diseases (Jack et al., 2004;
Losseff et al., 1996; Ulla et al., 2013). In the context of MS, MRIs have been shown to help
predict future lesion activity, defined as the presence of new or enlarged T2-lesions in future images,
using a Bag-of-Lesions brain representation, and to identify potential treatment responders based
on carefully designed image features (Doyle et al., 2017). There has also been some success
in predicting the conversion to Clinically Definite MS (CDMS) using a SVM on radiomic lesion
features (Wottschel et al., 2015) and using a CNN on lesion masks (Yoo et al., 2016). However,
although handcrafted features have been successfully adapted to these contexts, there are currently
no known imaging biomarkers predictive of future MS disability progression, and it has been shown
that clinically-derived lesion features alone are not sufficiently predictive (Zhao et al., 2017). Given
the need for data-driven models, deep learning provides an attractive approach to building predictors
of disease progression based on MRI, particularly given the recent success of this methodology in a
wide variety of tasks in computer vision (Krizhevsky et al., 2012; Deng et al., 2014), and in medical
image analysis (Menze et al., 2015; Carass et al., 2017). The capacity of deep learning models to
extract predictive features from data is particularly desirable, given that there are currently no clear
biomarkers for MS progression.

In this work, we present the first automatic, end-to-end deep learning framework for the pre-
diction of future patient disability progression based on multi-modal brain MRI of patients with
MS. We use a deep 3D CNN with parallel convolutional pathways, an architecture inspired by the
popular Inception net (Szegedy et al., 2015). The model is trained on two large proprietary, multi-
scanner, multi-center, clinical trial datasets of patients with Relapsing-Remitting Multiple Sclerosis
(RRMS). The model successfully predicts if a significant increase in future clinical disability will
occur within a year, with an AUC of 0.66± 0.055. We show that supplementing the MRI with T2
and Gadolinium-enhanced lesion labels (provided by experts) at baseline, if such labels are avail-
able, further increases prediction accuracy compared to using MRI alone, resulting in an AUC of
0.701±0.027. Both proposed models outperform a VGG-like 3D CNN (Simonyan and Zisserman,
2014).

A key ingredient to the successful integration of machine learning methods into clinical work-
flows is the clinician’s trust in the results provided by the learning system. Garnering this trust
involves two important steps: (a) providing a quantitative measurement of confidence in the predic-
tion results, and (b) establishing that when the system is confident in its predictions, these are indeed
correct. The confidence measurements can then be communicated to the clinicians along with the
predictions, so they can determine when further human review or particular attention is required.
Hence, our proposed model also provides uncertainty estimates in addition to the predicted progres-
sion. This is accomplished by training the deep learning network with dropout, and taking repeated
Monte Carlo (MC) samples of the prediction using dropout at test time (Leibig et al., 2016; Nair
et al., 2018; Gal and Ghahramani, 2016; Tanno et al., 2017). The sample variance obtained through
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this procedure provides a measure of uncertainty in the output. Our results show that, by applying
a threshold on the uncertainty level of the output and only considering the patients for which the
model is most confident, the prediction performance increases. This suggests a strong correlation
between high model uncertainty and incorrect predictions.

2. Methodology

We propose a deep learning framework for the prediction of disability progression of MS patients
based on MRI, within one year from the baseline scan. The model uses multi-modal MRI volumes
as input. The volumes for a patient at baseline are concatenated together and the different modali-
ties are used as input channels. The model consists of three consecutive 3D convolutional blocks,
followed by 2 fully connected layers. A dropout layer is used after each convolutional block and
fully connected layer. The purpose of these dropout layers is twofold. First, they serve to limit
overfitting, which is crucial when working with a small dataset. Secondly, using dropout at test
time allows us to take Monte Carlo (MC) samples of predictions, which can be used to quantify the
uncertainty of the network in its output. Rectifier linear units are used at all layers except the output,
which is a sigmoid.

The standard cross-entropy loss between the progression label in the training data and the
model’s prediction is then used to drive the learning process. Note that progression labels are binary
and assigned after one year of follow-up visits, in accordance with clinical practice (as described in
detail in Sec.3.1). Figure 1 shows a high-level overview of the model.

2.1. Convolutional Block

When working with MRI of MS patients, an important problem is the significant discrepancy in
the location, shape and size of important lesions, which is in fact part of the difficulty of finding
biomarkers based on brain MRI. An important goal in our work was to endow our model with the
capability to incorporate information from features of different dimensions in an independent man-
ner. To this end, the deep network is modularized into blocks with parallel convolutional pathways
of different focal resolution sizes. Each convolutional block consist of 4 parallel pathways. The first
pathway is a max-pooling layer with stride 2, whose purpose is to help propagate of information in
a manner similar to residual connections. The 3 other pathways have resolution windows of 3, 5,
and 7 respectively. Instead of naively using the expensive 5×5×5 and 7×7×7 convolution layer,
we stack consecutive 3×3×3 convolution layers, saving both in memory and in computation. Each
convolutional layer has 64 kernels and a stride of 1, except for the last layer of each pathway, which
has a stride of 2. The pathways are then concatenated and fed as input to the next block.

3. Experiments and Results

We evaluate the ability of the model learned by our approach to predict clinical progression in MS
patients through a series of experiments. We first explore the ability of the network to predict future
disease progression based on image features extracted from MRI at baseline. To this end, we train
our model using 5 different MRI channels per patient, T1c, T1p, T2w, Pdw, and FLAIR.

The second experiment combines the 5 input MRI modalities with lesion labels masks, includ-
ing both T2w lesion maps and Gadolinium-enhanced lesion maps, in order to explore whether this
additional information, if available at baseline, improves the model’s accuracy. We compare the
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Figure 1: Proposed 3D CNN architecture. MRI volumes are provided as inputs. Information is
propagated through three repeated 3D convolution blocks. The last layer is flattened and
fed to two fully connected layers. We use ReLUs as the activation function and dropout
with a drop probability of 0.5. A zoom-in of the convolutional block unit is provided.
Each convolutional block is composed of 4 parallel pathways. The first three consist of
different numbers of 3× 3× 3 convolutional layers, while the last is a 3D MaxPooling
layer to help with information propagation. There is a stride of 1 for every layer, except
for the last layer of each pathway, where the stride is 2.

results of the proposed network to a 3D version of the popular VGG model (Simonyan and Zis-
serman, 2014) with a similar number of parameters. Our comparison model uses three series of
conv-conv layers with kernel size of 3× 3× 3 and stride of 1 followed by a max pooling layer of
size 2×2×2 and stride of 2. The number of kernels for each series of conv-conv layers is 64,256,
and 512 respectively. These numbers were chosen to keep the total number of parameters as close
as possible to those of our proposed model.

Finally, we explore the effectiveness of using Monte Carlo (MC) sample variance as an estimate
of model uncertainty. The objective is to evaluate whether filtering out the most uncertain examples
on the ROC plot leads to higher AUC on the ROC curve constructed from the predictions of the
remaining examples. If this is indeed the case, then the system is generally correct when certain, so
uncertainty measurements are useful to flag problematic cases.
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3.1. Dataset

The data used for our experiments are drawn from two large proprietary, multi-scanner, multi-center,
clinical trial MRI volumes acquired from patients with Relapsing-Remitting MS (RRMS). The im-
age contrast was standardized across sites based on dummy run scans and, once approved, scanners
and sequences remained consistent at each site. The MRI volumes were then pre-processed with
brain extraction (Smith, 2002), N3 bias field inhomogeneity correction (Sled et al., 1998), Nyul
image intensity normalization (Nyúl and Udupa, 1999), and registration to the MNI-space. Only
scans of patients from the placebo arms of both trials were used in the experiments, in order to
eliminate the drug effects on our analysis of the natural disease course. In addition, only scans
of patients who completed the trial were used. This amounted to scans from a total of 465 pa-
tients from two different clinical trials. One trial consisted of 1330 RRMS patients, of which 312
patients were on placebo and completed the trial. Each patient had two MRI scans, taken one
year apart, resulting in 624 scans with a non-progression/progression split of 582/42. The second
dataset consisted of 543 RRMS patients, of which 153 patients were in the placebo arm and also
finished the trial. Patients were scanned at intervals of 24 weeks, resulting in 459 scans with a
non-progression/progression split of 398/61. T1-weighted pre- and post- contrast (T1p, T1c), T2-
weighted (T2w), Proton Density-weighted (Pdw) and Fluid-attenuated inversion (FLAIR) were used
as input modalities for the network. In addition, two lesion masks (T2-weighted and Gadolinium
enhanced) were provided were provided with the dataset. The T2-weighted masks were obtained
through a semi-manual process in which an automated segmentation algorithm was corrected by
a trained expert reader. The Gad-enhancing masks were obtained through consensus between two
human experts. In addition to the scheduled scans, patients from both trials had trimestrial clin-
ical follow-up visits, at which the expanded disability status scale (EDSS) score was assessed by
a clinician. Each patient was followed by the same clinician over the course of the trial, who was
unaware of the treatment assignment in order to prevent bias in the EDSS rating. Binary progression
labels were assigned to a scan, in accordance with the clinical definition: change in the expanded
disability status scale (EDSS) score was measured over time, and a patient was deemed to progress
within a year if the clinical progrssion critrion was met at last once during the year (see Table 1). A
vast majority of patients did not progress during the trial, resulting in a significant class imbalance,
with a non-progression to progression ratio close to 9:1. To mitigate the effect of this imbalance,
we over-sampled the minority class during training.

Table 1: Requirement for progression given a baseline EDSS score
Definition of Progression

Baseline EDSS Criteria
0 An increase of 1.5 or more in EDSS score sustained

for 12 weeks or more
0.5 to 5.5 An increase of 1 or more in EDSS score sustained

for 12 weeks or more
6.0 and up An increase of 0.5 or more in EDSS score sustained

for 12 weeks or more
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3.2. Training the network

We trained our network using the RMSProp optimizer with the cross-entropy loss objective (Hinton,
2016). The network was trained for 100 epochs, with a learning rate of 1e−5 and a dropout rate of
0.5. Training took approximately 10 hours on a V100 GPU with 16GB of memory. We were forced
to use a batch size of 2 only, as we faced memory issues due to the size of the input MRI volumes
and the number of model parameters.

3.3. Results

The results were evaluated based on the True Positive Rate (T PR = T P
T P+FN ) and False Positive Rate

(FPR = FP
FP+T N ) receiver operating characteristic (ROC) curve. We obtained the TPR and FPR

points by varying the threshold used to binarize the output of the model. These metrics were chosen
to assess the performance instead of accuracy due to the large class imbalance. The dataset was split
into training (75%), validation (15%) and test sets (10%). K-fold cross-validation was performed
with K = 4; the choice of K was determined based on the size of the dataset. We ensured that
data from all the follow-up visits for the same patient was always kept in the same fold, in order to
not contaminate the validation and testing sets with training data. As recall and precision are both
important for progression prediction, the F-score was used for early stopping.

When only the five MRI modalities were provided as input, the network attained an average
area under the curve (AUC) of 0.66± 0.055. With the addition of T2 lesion and Gad-enhancing
lesion masks as inputs, the progression prediction AUC improved substantially and the variability
across folds was reduced. The AUC for this case was 0.701± 0.027. Using McNemar’s test for
comparison of classification learning algorithms, we can reject the null hypothesis that our model
is similar to a model trained with scrambled labels with a p-value of 4.84e−6. Figure 2 shows the
ROC curves for both experiments. Table 2 summarizes the quantitative results for both experiments
against the baseline VGG-like 3D CNN which was included for comparison. Both experiments
performed significantly better than the baseline, which had an AUC of 0.615±0.053.

Table 2: Comparison of the model’s performance
Networks # of Parameters AUC ± std
VGG-like 3D CNN 13.5M 0.615±0.053
Proposed 3D CNN 14M 0.66±0.055
Proposed 3D CNN with
lesion masks 14M 0.701 ± 0.027

We quantified the uncertainty of our model’s output by taking Monte Carlo dropout prediction
samples at test time. We ran 20 forward passes of our model with a dropout rate of 0.5 and calculated
the mean and sample variance of the generated values, representing the final prediction output and
the associated model uncertainties, respectively. To assess the relationship between our network’s
confidence in its prediction and its performance, we generated the overall ROC curve (based on
the entire set of results) and compared it against the ROC curves showing the results in which the
top nth% most uncertain predictions were removed. Figure 3 shows that excluding even a few of
the most uncertain predictions can improve the model’s overall AUC on the remaining predictions.
Specifically, the reference curve has an AUC of 0.649. Removing the 2% most uncertain examples
is enough to result in an increase in AUC to 0.659. The trend continues when removing the top
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(a) 5 MRI modalities (b) 5 MRI modalities + 2 lesion labels

Figure 2: TPR vs FPR ROC curves: (a) Using the 5 MRI modalities only as inputs. AUC of 0.66±
0.055 (b) Supplementing the model with the 2 provided lesion label masks. AUC of
0.701±0.027. Results for each fold of the cross-validation are shown.

10% most uncertain results, which leads to an AUC of 0.681 on the remaining predictions, an
improvement of almost 5%.

4. Conclusion and Future Work

In this paper, we develop an end-to-end 3D CNN with parallel convolutional layers for predicting
future progression in MS patients using MRI images and clinical assessment of disability. Our re-
sults also indicate that supplementing the model with T2 and Gad-enhancing lesion labels, should
they be available, further improves prediction accuracy. Finally, our model includes an uncertainty
estimate based on MC dropout sample variance. Filtering out very uncertain examples leads to im-
proved results for the remaining predictions. While this work focused on MC sample variance as
an uncertainty metric, exploring alternative ways of quantifying uncertainty would be of interest.
Additionally, adapting our architecture to leverage longitudinal clinical information (e.g. age, dis-
ability stage) could help improve predictions. Finally, exploring ways to interpret the predictions
of the model and identify which regions of the brain contributed to the final decisions could help
uncover new MS biomarkers, guiding the way of future research and furthering our understanding
of the disease.
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Figure 3: TPR vs. FPR of retained test time predictions when thresholding based on the MC sample
variance. The percentage of predictions retained at each curve’s uncertainty threshold
is indicated in the color coded legend as well as the corresponding AUC. The reference
curve (100%) performance, when no uncertainty thresholding is performed, is also shown
(blue).
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