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ABSTRACT

One of the main computational challenges in supporting minimally invasive
surgery techniques is the efficient 3d reconstruction of stereo endoscopic or la-
parosocopic images. In this paper, a Convolutional Neural Network based ap-
proach is presented, which does not require any prior knowledge on the image
acquisition technique. We have evaluated the approach on a publicly available
dataset and compared to a previous deep neural network approach. The evaluation
showed that the approach outperformed the previous method.

1 INTRODUCTION

Minimally invasive surgery (MIS) became a wide-spread technique to have surgical access to the
abdomen of patients without casing major damages in the skin or tissues. Since MIS supporting
techniques like laparascopy or endoscopy provide a restricted access to the surgeon, computer-aided
visualization systems are developed. One of the major research areas in the 3d reconstruction of
stereo endoscope images. See Figure[T|for an example stereo cardiac laparoscopy image pair.

(a) Left image (b) Right image

Figure 1: An example stereo laparoscopy image pair [Pratt et al.| (2010) [Stoyanov et al.| (2010).

In this paper we present an approach to predict the disparity maps of a stereo image pair by creating a
very deep parallel Convolutional Neural Network (CNN). The CNN maps input RGB image patches
to disparity map patches, avoiding the procedure of establishing a correspondence between the two
sides which would require prior knowledge about the data.

The paper is organized as follows: Section [2] describes the proposed method and the methodology
we used. We show our preliminary results in Section[3]and we draw conclusions in Section 4]
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2 DISPARITY MAP RECONSTRUCTION USING DEEP CNNS

In this section we describe the approach to predict disparity maps from the stereo images. Each
stereo image pair is split into 24 x 24 overlapping parts and we can create a mapping with a very
deep parallel CNN to a its respective disparity map patch.

2.1 METHODOLOGY

We have used the laparoscopic cardiac dataset provided by |Pratt et al.[(2010) Stoyanov et al.[(2010).
The dataset consists a pair of videos consisting of 2427 frames, with a spatial resolution of 360 x 288.
The ground truth is contains a disparity map for each image.

We have used Keras (Chollet| (2015), Theano |Bergstra et al.|(2010) and cuDNN |Chetlur et al.|(2014)
for deep learning. We have run the experiments on COTS PC with a NVIDIA Titan X installed.

2.2  THE PROPOSED PARALLEL CNN ARCHITECTURE

The components of the proposed parallel CNN architecture can be categorized into two main build-
ing blocks: a CNN block (Table [I)), which consists of several convolutional layers followed by max
pooling and batch normalization and a Fully Connected block (Table [2). Table 3] shows the whole
architecture. There are 3 CNN blocks on each side at the beginning. After the convolutional layers,
the two side are merged and a succession of FC blocks maps the stereo images to a disparity map.
To avoid overfitting, we used Tikhonov normalization on the weights and initialized them with the
Glorot uniform formula Glorot & Bengio|(2010). We have used Adamax ? for training and allowed
a maximum of 1000 epochs with early stopping. We have used a training set of 20 images and tested
our approach on the remaining 2407 frames.

Table 1: The architecture of a CNN block.

Layer Shape Activation
Convolutional 128 x 5 x 5 ReLU|Nair & Hinton/(2010)
Convolutional 64 x 3 x3 ReLLU
Convolutional 64 x3x3 RelLU
Convolutional 32x3x%x3 RelLU
Convolutional 32x3x3 ReLU

Max Pooling 2x2

Batch Normalization

Table 2: The architecture of a Fully connected (FC) block with p parameters.

Layer Shape Activation
Dense P RelLU
Dense P ReLU
Dropout (0.5)

3 RESULTS

To evaluate the accuracy of the proposed approach, we have calculated the root mean squared error
(RMSE) of the predicted disparity maps to the ground truth. The proposed approach had a RMSE
of 4.844. In comparison, another DNN-based approach |Antal| (2016)) achieved 5.537 on the same
images.

4 CONCLUSION

In this paper we have presented a very deep parallel convolutional neural network to predict dis-
parity maps from stereo image pairs. We have used a stereo laparoscopic image data set and the
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Table 3: The architecture of a CNN block.

Left Right
CNN Block L1 CNN Block R1
CNN Block L2 CNN Block R2
CNN Block L3 CNN Block R3

Merge
Flatten
FC Block 1 (4096)
FC Block 1 (2048)
FC Block 1 (1024)
Dense (24 x 24)
Total parameters: 38599425

evaluation showed that it performed better then a previously publish deep neural network-based ap-
proach. Since the proposed approach does not require prior knowledge on the image acquisition, it
is potentially more generalizable across devices. In the future, we will investigate this hypothesis.
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