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Abstract
Educational materials such as survey articles in001
specialized fields like computer science tradi-002
tionally require tremendous expert inputs and003
are therefore expensive to create and update.004
Recently, Large Language Models (LLMs)005
have achieved significant success across var-006
ious general tasks. However, their effectiveness007
and limitations in the education domain are yet008
to be fully explored. In this work, we exam-009
ine the proficiency of LLMs in crafting succinct010
survey articles specific to the niche field of NLP011
in computer science, focusing on a curated list012
of 99 topics. Automated benchmarks reveal013
that GPT-4 surpasses its predecessors like GPT-014
3.5, PaLM2, and LLaMa2 in comparison to015
the established ground truth. We compare both016
human and GPT-based evaluation scores and017
provide in-depth analysis. While our findings018
suggest that GPT-created surveys are more con-019
temporary and accessible than human-authored020
ones, certain limitations were observed. No-021
tably, GPT-4, despite often delivering outstand-022
ing content, occasionally exhibited lapses like023
missing details or factual errors. At last, we024
compared the rating behavior between humans025
and GPT-4 and found systematic bias in using026
GPT evaluation.027

1 Introduction028

Recently, large language models (LLMs) have at-029

tracted significant attention due to their strong per-030

formance on general natural language processing031

(NLP) tasks (Shaib et al., 2023). Especially, the032

GPT family (Brown et al., 2020) shows great ability033

in various applications. While it has been demon-034

strated that they perform well in many general035

tasks, their effectiveness in domain-specific tasks036

continues to be under scrutiny (Tian et al., 2023).037

Specifically, the text produced by LLMs can some-038

times exhibit issues like creating false information039

and hallucination (Zhao et al., 2023).040

In the context of scientific education, automatic041

survey generation aims to employ machine learning042

or NLP techniques to create a structured overview 043

of a specific concept (Sun and Zhuge, 2022; Li 044

et al., 2022). Automating this process not only al- 045

leviates the manual effort but also ensures timely 046

updates at a reduced cost. A common approach 047

involves an initial information retrieval phase to se- 048

lect pertinent documents or sentences based on the 049

query topic. This is followed by a summarization 050

or simplification phase to produce the final survey 051

(Jha et al., 2013; Li et al., 2022). While LLMs 052

have the potential to be an alternative method for 053

writing scientific surveys, their effectiveness and 054

limitations are not yet thoroughly investigated. 055

Existing work focuses on applying LLMs to sim- 056

ilar scenarios, including aiding scientific writing 057

(Shen et al., 2023; Altmäe et al., 2023), question- 058

answering with scientific papers (Tahri et al., 2022), 059

writing paper reviews (Liang et al., 2023), and an- 060

swering quiz or exam questions (Song et al., 2023; 061

Wang et al., 2023). This study pushes the boundary 062

of this research area by being the first to evaluate 063

the capability of LLMs in generating education 064

surveys within the scientific domain of NLP (Li 065

et al., 2022). Our primary objective is to understand 066

whether LLMs can be used to explain concepts in 067

a more structured manner. To this end, we aim to 068

answer the following research questions (RQs): 069

• RQ1: How proficient are LLMs in generating 070

survey articles on NLP concepts? 071

• RQ2: Can LLMs emulate human judgment 072

when provided with specific criteria? 073

• RQ3: Do LLMs introduce a noticeable bias in 074

evaluating machine-generated texts compared 075

to human-written texts? 076

We empirically conduct experiments on LLaMa2 077

(Touvron et al., 2023), PaLM2 (Anil et al., 2023), 078

GPT-3.5 (Brown et al., 2020) and GPT-4 (OpenAI, 079

2023) across four different settings. Furthermore, 080

we engage human experts to provide a qualitative 081

dimension, ensuring that our results not only re- 082
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flect the technical performance but also incorpo-083

rate subjective human perspectives. We release the084

LLMs-generated surveys of all these works1.085

2 Method086

We adopt the Surfer100 dataset (Li et al., 2022),087

which contains 100 manually written survey ar-088

ticles on NLP concepts. Each survey contains089

five sections: Introduction, History, Key Ideas,090

Uses/Applications, and Variations. Each section091

includes 50-150 tokens. Then we compare three092

settings: zero-shot (ZS), one-shot (OS) and de-093

scription prompt (DP). For zero-shot, we directly094

ask the model to generate the article by providing095

the following prompt: Generate a survey about096

<Topic>. There should be five sub-sections: Intro-097

duction, History, Key Ideas, Variations and Appli-098

cations. Each subsection should contain 50-150099

words. For the one-shot setting, we add a sam-100

ple survey article; for the description prompt set-101

ting, we add a detailed description to each sec-102

tion explaining what should be included. For ex-103

ample, SECTION 1: INTRODUCTION Describe104

what the topic is (a method, a model, a task, a105

dataset), which field/subfield it is part of, quick106

overview of applications and motivation behind107

concept and related ideas). To further enrich the108

provided information, we also introduce a combi-109

nation of one-shot and description prompt (OSP).110

The full prompt is shown in Appendix A. By em-111

ploying a single ground truth for one-shot learning,112

we accomplish generating 99 surveys per setting.113

Automatic Evaluation We evaluate the gener-114

ated surveys using a range of automatic metrics115

including ROUGE, BERTScore (Zhang*116

et al., 2020), MoverScore (Zhao et al.,117

2019), UniEval (Zhong et al., 2022) and118

BARTScore (Yuan et al., 2021). Tab. 1 pro-119

vides an overview of results for the following120

LLMs: LLaMa2 (13B, 70B), PaLM2 (text-bison),121

ChatGPT-3.5 as well as GPT-4 across different122

prompt settings. We first notice that GPT-4123

consistently outperforms other baselines, obtaining124

a significant improvement of around 2% to 20%125

when enhancing prompts. Specifically, GPT-4126

OSP achieves the top spot under most situations.127

However, it is not to say that prompt enrichment128

always yields positive results. For instance, in129

the case of LLaMa2, one-shot and description130

1https://anonymous.4open.science/r/
EDULLM-3DCB/

prompts perform better than OSP, which is 131

primarily attributed to LLaMa2’s lower sensitivity 132

to longer prompts. As for PaLM2, all four types 133

of prompts obtain similar results, however, the 134

OSP configuration achieves the highest ranking 135

in Rouge-2. Overall, it’s remarkable to highlight 136

that the LLMs have the capability to produce 137

good-quality, domain-specific texts. 138

Human and GPT-4 Evaluation For human eval- 139

uation, we employ two NLP experts and GPT-4 140

to evaluate surveys generated by the best GPT-4 141

OSP setting, focusing on 6 perspectives: Read- 142

ability, Relevancy, Hallucination, Completeness, 143

Factuality. The detailed guidelines can be found 144

in Appendix B. It’s important to note that we imple- 145

ment a pre-selection stage in the choice of human 146

experts (Appendix B). Tab. 2 shows that both hu- 147

man experts and GPT-4 agree that the generated 148

surveys perform well across most aspects, though 149

the completeness exhibits marginally lower scores. 150

According to IAA, we can observe that human ex- 151

perts demonstrate a more consistent quality of the 152

generated surveys compared to GPT-4. To better 153

understand the degree of agreement between hu- 154

man experts and GPT-4 on ratings, we also calcu- 155

late Kendall’s τ and p-value as shown in Tab. 3. 156

We can observe that the Factuality possesses the 157

highest degree of correlation. In contrast, Redun- 158

dancy displays the lowest correlation while the 159

other aspects exhibit relatively lower correlation 160

levels. This difference is largely because Factuality 161

is based on objective ground truth, while Redun- 162

dancy is more dependent on subjective judgment. 163

Notably, we can conclude that in most scenarios, 164

GPT-4 showcases similar evaluative opinions as hu- 165

mans, despite showing a higher degree of variabil- 166

ity across different independent sessions. Regard- 167

ing RQ1 and RQ2, our conclusions are: 1) LLMs 168

can produce high-quality survey articles, and 2) 169

with specific guidance, there’s a strong consistency 170

between GPT outputs and human judgment. 171

3 Analysis 172

In this section, we provide an in-depth analysis of 173

the LLMs’ survey writing ability, and compare the 174

evaluation scores of human and LLM assessments. 175

Error Types We have shown that both auto- 176

mated and manual evaluations demonstrated that 177

LLMs excel in crafting survey articles on scien- 178

tific concepts. We analyze the best setting, GPT-4 179

OSP, assessing errors identified by two experts, and 180

summarize error types and distributions in Fig. 1. 181
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ROUGE BERTScore MoverScore UniEval BARTScoreR-1 R-2 R-L P R F1

LLaMa2-13B ZS 27.65 7.81 25.22 85.30 84.73 85.01 55.36 76.03 -4.78
LLaMa2-13B OS 26.53 7.01 24.39 84.86 84.43 84.65 54.94 71.98 -4.81
LLaMa2-13B DP 28.23 7.68 25.83 85.18 85.12 85.14 55.42 74.57 -4.65
LLaMa2-13B OSP 25.84 6.66 23.67 84.51 84.55 84.53 54.65 69.23 -4.74

LLaMa2-70B ZS 27.77 7.59 25.30 85.05 84.82 84.93 55.34 74.06 -4.73
LLaMa2-70B OS 29.69 8.49 27.39 85.72 85.49 85.60 55.63 71.46 -4.48
LLaMa2-70B DP 28.74 8.06 26.29 85.31 84.98 85.14 55.49 72.36 -4.67
LLaMa2-70B OSP 27.74 7.80 25.48 85.32 85.04 85.18 55.52 72.92 -4.68

PaLM2 ZS 27.95 8.95 25.99 85.28 84.61 84.94 55.21 72.69 -4.76
PaLM2 OS 28.81 9.05 26.90 85.16 84.71 84.93 55.35 72.73 -4.68
PaLM2 DP 28.77 9.13 26.65 85.27 84.66 84.96 55.31 72.41 -4.75
PaLM2 OSP 28.71 9.34 26.67 85.14 84.61 84.87 55.28 72.72 -4.74

GPT-3.5 ZS 26.60 6.30 24.36 85.57 84.68 85.12 55.47 81.31 -4.75
GPT-4 ZS 26.72 6.61 24.35 85.42 85.39 85.40 55.71 75.24 -4.66
GPT-4 OS 30.09 7.98 27.71 86.01 86.15 86.08 55.98 74.80 -4.38
GPT-4 OSP 31.47 8.62 29.04 86.19 86.44 86.31 56.04 75.55 -4.28

Table 1: Automatic evaluation scores: we compare ROUGE, BERTScore, MoverScore, UniEval, and BARTScore
on different settings. The superior scores among the same models are underlined, while the highest scores across all
models and settings are highlighted in bold.

Evaluator Readability Relevancy Redundancy Hallucination Completeness Factuality

MeanSTD
Human 4.950.30 4.880.47 4.770.53 4.840.48 4.290.68 4.800.55
GPT-4 4.840.32 4.670.50 4.850.34 4.860.33 3.930.42 4.560.51

IAA%
Human 0.4196.96 0.4787.87 0.3568.68 0.4182.82 0.5566.66 0.5982.82
GPT-4 0.0969.69 0.3564.64 0.00372.72 0.0875.75 0.3270.70 0.4563.63

Table 2: Human and GPT-4 Evaluation Results. We report the mean and standard deviation. We also quantify the
IAA (inter-annotator agreement) (Karpinska et al., 2021) between human experts and the GPT-4 results, respectively,
using Krippendorff’s α coefficient and calculating the percentage (%) of scores that are identical.

τ p

Readability 0.16 0.09
Relevancy 0.18 0.05

Redundancy 0.07 0.46
Hallucination 0.11 0.22
Completeness 0.10 0.24

Factuality 0.24 0.01

Table 3: The Kendall’s τ correlation coefficient and p-
value between human and GPT-4.

We classify these errors into four categories: Ver-182

bose, Wrong Fact, Missing Information, and No183

Error (indicating flawless content). Our analysis184

reveals that most errors are missing information,185

followed by verbosity and factual inaccuracies. Fur-186

thermore, the History and Introduction sections of187

the generated articles contained the highest number188

of errors, while the Application section exhibited189

the best accuracy.190

Novel Entity Mention To further investigate191

how interesting the generated content is, we look192

at the mentions of novel entities following (Lee193

et al., 2022). Specifically, we examine the survey194

content, juxtaposing the entities within it against195

those in the ground truth. We employed Stanza 196

(Qi et al., 2020) to identify all entities among all 197

types present in both the LLM-generated text and 198

the ground truth. Subsequently, we quantified the 199

number of unique entities that emerged in the LLM- 200

generated content. For an equitable comparison, 201

we assessed the one-shot with prompt settings of 202

LLaMa2-13b, PaLM2, and GPT-4, in addition to 203

the ZS setting of GPT-3.5, as depicted in Fig. 2. 204

Our findings reveal that PaLM2 exhibited the least 205

variation in entity mentions, while LLaMa2-13b 206

showcased the most. Despite GPT-4’s outstanding 207

performance in both automated and human evalu- 208

ations, we didn’t discern a marked novelty in its 209

entity mentions. We speculate that this might be an 210

inherent compromise when generating high-fidelity 211

content in relation to the ground truth. So far, re- 212

garding RQ1, although LLMs register commend- 213

able results based on predefined criteria, certain 214

shortcomings are evident. Specifically, we observe 215

some omitted details, particularly within the Intro- 216

duction and History sections. While LLMs often 217

introduce new entities, we don’t find a significant 218
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(a) Error Type Distribution.

(b) Error Type Distribution.

Figure 1: Error Analysis by types and sections.
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Figure 2: Comparison of novel entity mentions.

correlation between this tendency and their perfor-219

mance. More case studies are in Appendix C.220

LLM and Human Preference Previous studies221

have indicated that LLM-based evaluation methods222

tend to favor content generated by LLMs (Liu et al.,223

2023). To test the veracity of this assertion within224

the context of survey generation tasks, we took the225

opportunity to investigate whether a similar obser-226

vation holds in the context of survey generation227

tasks. Hence, we recruited two human experts in a228

blind side-by-side comparison of both the ground229

truth survey articles and articles generated using230

the best GPT-4 settings, and they assessed the con-231

tent based on ‘Likeability’(Chiang and Lee, 2023).232

Subsequently, we categorized the survey articles233

into three groups: a) (human experts) Liked, b)234

(human experts) Disliked, and c) Equal (equally235

good). The experts reached a significant agree-236

ment, reflected in a Cohen’s Kappa score of 0.68237

(Cohen, 1960). In instances of disagreement, we238

randomly selected a score to reach a final consen-239

sus. We then apply the GPT-4 evaluation scores240

on the first four criteria except for Factuality and241

Completeness because both are impossible to do a242

blind test. We show the average ratings on all 99243

Liked Disliked Equal
3.5

4

4.5

5

R
at

in
g

by
G

PT

Ground Truth GPT-4 OSP

Figure 3: Evaluation comparison on ground truth and
GPT-4 predictions, grouped by human preference.

concepts in Fig. 3. One main observation is the 244

bias of GPT-4 towards texts generated by itself and 245

consistently conferring high ratings – an observa- 246

tion consistent with other studies (Liu et al., 2023). 247

When evaluating the ground truth, GPT-4 consis- 248

tently assigns marginally lower ratings across all 249

three categories. Intriguingly, GPT-4 shows a pref- 250

erence for the Disliked group over the Liked group 251

when considering the ground truth, a tendency that 252

diverges from human inclinations. This suggests 253

that when assessing human-composed text, such as 254

ground truth survey articles, GPT-4 might not yet 255

be an impeccable substitute for human discernment. 256

Thus, in response to RQ3, we found that GPT-4 ex- 257

hibits a notable preference for machine-generated 258

texts with specific biases. Furthermore, we contend 259

that the complete replacement of human experts 260

by GPT-4 is a challenging prospect. For instance, 261

human expertise remains indispensable for manual 262

content fact checking. 263

4 Discussion and Conclusion 264
In this work, we evaluated the ability of LLMs to 265

write surveys on NLP concepts. We found that 266

while GPT models could write convincing content, 267

there were shortcomings, such as incomplete in- 268

formation. GPT-4 may not be a perfect replace- 269

ment for human judgment when evaluating human- 270

composed texts, and certain biases exist when ask- 271

ing it to rate machine-generated texts. Our findings 272

indicate that LLMs, particularly GPT-4, can author 273

surveys following specific guidelines that rival the 274

quality of human experts. This implies that these 275

advanced generative LLMs could play a transfor- 276

mative role in the realm of education. They hold the 277

promise of effectively structuring domain-specific 278

knowledge tailored to general learners. This adapt- 279

ability could potentially lead to a more interactive 280

and personalized learning experience, enabling stu- 281

dents to engage in query-driven studies that cater 282

directly to their unique curiosities and learning ob- 283

jectives. 284
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A Prompt Example 435

Zero-Shot
Generate a survey about <Topic>. There should be five sub-sections: Introduction, History, Key Ideas, Variations and Applications. 
Each sub-section should contain 50-150 words.

One-Shot
Example survey:
<INTRODUCTION> Word2Vec is one of the most popular tools to learn word embeddings using shallow neural networks. It first 
constructs a vocabulary from the training text data and then learns word embeddings....
<HISTORY> Word2vec was developed by a group of researchers headed by Tomas Mikolov at Google. Machine learning models 
take vectors as input, ...
<KEY IDEAS> Word2Vec converts words into vector forms such that similar meaning words appear together and dissimilar words 
are located far away...
<USES/APPLICATIONS> Gensim provides the Word2Vec class for working with a Word2Vec model. Training your own word 
vectors can take a long time and uses lots of memory...
<VARIATIONS> Word embeddings is an active research area trying to figure out better word representations than the existing 
ones...
Generate a survey about <Topic>. There should be five sub-sections: Introduction, History, Key Ideas, Variations and Applications. 
Each sub-section should contain 50-150 words.

With Prompt
Generate a survey about <Topic>. There should be five sub-sections: Introduction, History, Key Ideas, Variations and Applications. 
Each sub-section should contain 50-150 words. The following is the guideline for each section:
SECTION 1: INTRODUCTION Describe what the topic is (a method, a model, a task, a dataset), which field/subfield it is part of, 
quick overview of applications and motivation behind concept and related ideas)
SECTION 2: HISTORY Describe when or by who the topic was introduced, in what context, what problems it addresses.
SECTION 3: KEY IDEAS Describe in greater depth (could provide some mathematical context or explain core concepts).
SECTION 4: USES/APPLICATIONS Describe for what tasks this model/data is used.
SECTION 5: VARIATIONS What variations or similar models, datasets, tasks exist and how does this topic fit into a bigger picture.

Figure 4: The three main prompt types we compared. We eliminated some text in the one-shot setting, which is the
ground truth from the survey of Word2Vec.

B Human Evaluation Guidance 436

The detailed human evaluation guidance is listed in the following: 437

1. Readability: 438

• 1 (bad): The text is highly difficult to read, full of grammatical errors, and lacks coherence and 439

clarity. 440

• 5 (good): The text is easy to read, well-structured, and flows naturally. 441

2. Relevancy: 442

• 1 (bad): The generated text is completely irrelevant to the given context or prompt. 443

• 5 (good): The generated text is highly relevant and directly addresses the given context or 444

prompt. 445

3. Redundancy: 446

• 1 (bad): The text is excessively repetitive, containing unnecessary repetitions of the same 447

information. For example, each section should have 50-150 tokens. If it is too long, we should 448

give a low rating. 449

• 5 (good): The text is concise and free from redundancy, providing only essential information. 450

4. Hallucination: 451
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BERT Autoencoders Clustering
Decision Trees Ensemble Learning Gaussian Mixture Model
Generative Adversarial Network Gradient Boosting Hidden Markov Models
Knowledge Graphs Language Modeling Long Short-Term Memory Network
Maximum Marginal Relevance Meta Learning Multilingual BERT
Perceptron Relation Extraction Residual Neural Network
RMSprop Optimizer Sentiment Analysis

Table 4: The 20 selected concepts in pre-selection stage.

• 1 (bad): The generated text includes false or misleading information that does not align with452

the context or is factually incorrect.453

• 5 (good): The generated text is free from hallucinations and provides accurate and contextually454

appropriate information.455

5. Completeness/Accuracy:456

• 1 (bad): The generated text is incomplete (missing key information), leaving out crucial details457

or providing inaccurate information.458

• 5 (good): The generated text is comprehensive, accurate, and includes all relevant information.459

6. Factuality:460

• 1 (bad): The text contains a significant number of factual inaccuracies or false statements,461

especially in History and Main Idea. For example, Year or people are wrong.462

• 5 (good): The text is factually accurate, supported by evidence, and free from misinformation.463

Pre-selection We initially engaged four NLP specialists to assess the surveys produced by GPT on464

20 handpicked topics, as listed in Tab. 4. The evaluation scores across four model configurations are465

showcased in Tab. 5. Noting the considerable standard deviations among the evaluations of the four466

judges, we subsequently opted for two judges with a higher alignment in their scores to assess the entirety467

of the concepts.468

Model Readability Relevancy Redundancy Hallucination Completeness Factuality
MeanSTD MeanSTD MeanSTD MeanSTD MeanSTD MeanSTD

GPT-3.5 ZS 4.010.98 3.661.61 3.621.04 3.821.18 2.770.94 3.560.83
GPT-4 ZS 4.560.65 4.250.76 4.200.69 4.520.79 3.500.71 3.910.92

GPT-4 ZPS2 4.580.72 4.410.75 4.030.81 4.560.64 3.930.69 4.070.93
GPT-4 OPS 4.600.60 4.350.79 4.200.64 4.450.78 3.900.70 4.961.07

Table 5: Human evaluation scores on 20 topics of four human experts.

C More Case Study and Observations469

C.1 Understanding of “Survey”470

When we give the prompt to GPT models by asking them to write a “survey”, they sometimes generate471

survey articles as desired, but they will write other types of content. For example, as indicated in Fig. 5, it472

appears that GPT would understand the term “Survey” as the questionnaire. Moreover, even if they are473

able to generate a survey article in the format, there is still the situation that the generated content is not474

a typical survey. As shown in Fig. 6, there are inconsequential sentences in an attempt to extend and475

explain the provided text. For example, it repeats saying this section and participants. But this is mostly476

observed in the GPT-3.5 zero-shot setting.477

2ZPS means zero-shot with description prompt.
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Section: Introduction
1.How would you rate your existing knowledge about 
Generative Adversarial Network (GAN)? a) No knowledge 
b) Basic understanding c) Intermediary knowledge d) 
Proficient e) Expert 2. What sources do you usually refer 
to gain information about AI technologies such as GAN?

Section: History
3. Are you aware of the person who originally proposed the 
concept of GAN? If yes, could you please provide the 
name? 4. When was the GAN model first introduced? a) 
2005 b) 2010 c) 2014 d) 2018

Topic: Generative Adversarial Network

Figure 5: An example of generated questionnaire as a survey (part).

In this section, participants will explore the different variations and extensions of Hidden Markov 
Models. The section will cover topics such as continuous HMMs, time-inhomogeneous HMMs, and 
higher-order HMMs. Participants will gain insights into the modifications made to basic HMMs, 
enabling them to handle more complex real-world scenarios.

In this section, participants will explore the historical development of Hidden Markov Models. Starting 
from its early roots in the 1960s, the section will highlight key contributions and milestones in the field. 
Participants will gain an understanding of how HMMs have evolved over time and their relevance in 
various disciplines.

This section aims to introduce the concept of Hidden Markov Models (HMMs) to the participants. 
HMMs are powerful statistical models used to represent systems that undergo successive probabilistic 
transitions. This section will briefly explain the basics of HMMs and provide the necessary background 
information for the subsequent sections.

Introduction

History

This section will delve into the fundamental concepts and principles behind Hidden Markov Models. 
Participants will learn about the core elements of HMMs, such as states, transitions, and observations. 
They will also be introduced to the notion of hidden states and the probabilistic framework that 
characterizes HMMs.

Key Ideas

The final section will focus on the diverse range of applications of Hidden Markov Models. Participants 
will discover how HMMs have been successfully applied in various fields, including speech 
recognition, bioinformatics, natural language processing, and finance. Real-world examples will be 
provided, showcasing the practical significance of HMMs and their potential for solving complex 
problems.

Uses/Applications

Variations

Figure 6: An example of an invalid generated survey.
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Ground Truth
The first regression tree was invented in 1963 (AID 
project, Morgan and Sonquist).  The first publication on 
decision trees was in 1966 (by Hunt). The first 
classification tree appeared in the THAID project (by 
Messenger and Mandell). In 1974, Statistics professors 
Leo Breiman and Charles Stone from Berkeley and 
Jerome Friedman and Richard Olshen from Stanford 
started developing the classification and regression tree 
(CART) algorithm. In 1977, Breiman, Stone, Friedman, 
and Olshen invented the first CART version.

GPT-4 zero-shot with prompt
Debuted by Google in 2012, Knowledge Graph is a 
synthesis of graph theory and semantic searching that 
targets more precise search results by understanding 
intent and meaning of search queries. Google introduced 
it to refine their search engine, understanding user 
queries' context and delivering relevant results. The 
Knowledge Graph evolution saw ontology and machine 
learning playing significant roles, with schema 
verification, information extraction and data alignment 
offering more precise data interpretations and 
integration.

Ground Truth
In 1960, Semantic Networks were invented as a 
knowledge representation framework. The main idea of 
Semantic Networks was to capture a wide range of entities 
including real-world objects, events, situations or abstract 
concepts. In 2001, Tim Berners-Lee coined the term 
Semantic Web which is an application of Semantic 
Network combined with the Web. In 2012, Google 
popularized the term knowledge graph with the 
announcement of Knowledge Graph. there are very few 
technical details about its organization, coverage and size, 
but it is said that it contained 70 billion connected facts by 
2016. Today, knowledge graphs are used by companies 
from a wide range of industries.

GPT-4 one-shot with prompt
Decision Trees were first introduced by Ross Quinlan, a 
researcher in machine learning, who developed an 
algorithm known as ID3 (Iterative Dichotomiser 3) dating 
back to the 1980s. The algorithm was developed in order 
to create a Decision Tree that predicts the value of a 
target variable based on several input variables. This was 
a significant development in the field of Machine Learning 
as it addressed the problem of handling categorical data 
and missing values while predicting multi-output 
concepts.

Topic: Knowledge Graph Section: History

Topic: Decision Trees Section: History

Figure 7: Two example surveys with incomplete information.

C.2 Incomplete Information478

In the “History” section, GPT models occasionally produce incomplete evolutionary history, and thus,479

potentially result in misleading information. For instance, in Fig. 7, when discussing the Knowledge480

Graph topic, GPT-4 model simply asserts that the term was invented by Google, while the reality is that481

the concept of Knowledge Graph has a long history, and it is Google that popularized the term. Similarly,482

in the case of the topic on Decision Trees, although the GPT model yields accurate context, it ignores483

landmark events and consequently causes misunderstandings.484

C.3 Nebulous Sentence Structure485

We observe that GPT models frequently construct sentences, especially within the “Application” Section,486

that employ a rather vague sentence structure, which lacks specificity and can be used in different NLP487

topics. As shown in Fig. 8, it is evident that GPT models tend to generate similar sentences, such as488

“The Topic has a wide spectrum of applications” and “The Topic plays a vital role in Natural Language489

Processing and Natural Language Understanding”; These statements hold significant meaning when “The490

Topic” is substituted with any NLP topics.491

C.4 High-quality Survey492

We also present a high-quality generated survey in Fig 9. It is designed to read and understand easily,493

providing readers with comprehensive and detailed information. The example survey on LSTM is well-494

structured, with a summary provided in the first sentence and followed by the detailed explanation in each495

section. Specially, when discussing applications, it demonstrates a high level of domain specificity. Most496

importantly, the generated information is both accurate and concise.497

10



Model: GPT-4 zero-shot; Topic: Decision Trees; Section: Application

Knowledge Graphs have a broad spectrum of applications. They significantly improve the efficiency of search engines, 
personalized recommendations, innovations in AI, and semantic searches. They also play a vital role in Natural 
Language Processing tasks such as machine reading and language understanding. Other potential applications 
include healthcare for an accurate analysis of patient data, e-commerce for efficient product recommendation, social 
media analytics, and cultural heritage preservation. With tech giants continually enhancing their proprietary knowledge 
graphs, the use of Knowledge Graphs in various sectors is anticipated to grow exponentially in the future.

Model: GPT-4 one-shot with prompt; Topic: Meta-learning; Section: Application

Meta-learning has a wide spectrum of applications. Aside from its notable use in deep learning where neural networks 
are used, it's also used in reinforcement learning. These tasks include but aren't limited to, robotic control, game 
playing, and autonomous navigation. Additionally, meta-learning can be used for rapid adaptation in natural language 
processing and, in particular, natural language understanding. Several companies use meta-learning algorithms for 
designing personalized recommendations and adaptive chatbots.

Figure 8: Example surveys with nebulous sentence structure.

C.5 Going Beyond the Ground Truth 498

GPT-4 based methods maintain an overall high-quality response regarding all aspects. We show two 499

examples by comparing the GPT-4 one-shot with prompt setting result with the ground truth in Fig. 10. In 500

the first topic, multilingual BERT (mBERT), GPT successfully points out that the key idea behind mBERT 501

is mapping words from distinct languages into a shared embedding space. However, the ground truth 502

only mentions shared vocabulary, which is superficial. In the second example, Hidden Markov Models 503

(HMMs), the GPT response is more precise and more complete than the ground truth. One can find that 504

the content flow is present as algorithm category → features → applications → motivation (highlighted 505

in bold and italicized words). In contrast, the ground truth texts spend a lot of words to which category 506

HMM belongs, including many terminologies which is less informative. 507

Limitations of Ground Truth We refer to this previous work (Li et al., 2022) on how the ground 508

truth was generated. In general, the human writer was asked to rely on web data when writing the survey 509

article; while these data were collected in the year 2021, it may be hard to say if it is a fair ROUGE score 510

comparison with GPT models in Tab. 1. While the ground truth may not be a perfect reference, in this 511

work, we focus more on human evaluation and case studies. 512

D Limitations 513

While GPT-4 can produce contemporary and accessible content, there are instances where the depth and 514

detailing of topics are compromised, leading to potential information gaps. GPT-4 occasionally produces 515

factual inaccuracies in the content. This necessitates additional verification, especially for educational 516

materials where accuracy is paramount. When comparing ratings between human experts and GPT-4, a 517

systematic bias was observed in GPT evaluations. This can skew outcomes and potentially mislead the 518

quality perception of the generated content. 519

E Potential Risks 520

Sole dependence on LLMs for educational content can lead to a homogenization of information and lack 521

the nuanced understanding that human experts bring. If not properly vetted, the occasional factual errors 522

made by GPT-4 could lead to the propagation of misinformation, especially detrimental in an educational 523

context. Over time, heavy reliance on automated systems might diminish the role of human experts in 524

content creation, leading to a potential loss of rich, experience-based insights. The observed systematic 525

bias in GPT evaluations can lead researchers to draw incorrect conclusions about the quality of content, 526

potentially impacting future research and educational endeavors. 527
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Over the years, several variations of LSTMs have been introduced to maximize efficiency and minimize 
computational resources. The Gated Recurrent Unit (GRU) is a popular variation, which merges the cell state 
and hidden state, and uses two gates. Another important variation is the Peephole LSTM, which lets the gate 
layers peep into the cell state. The Convolutional LSTM replaces simple multiplication operations with 
convolutional operations, making it especially effective for spatial temporal data.

Introduced by Sepp Hochreiter and Jürgen Schmidhuber in 1997, the LSTM addresses the vanishing gradient 
problem experienced by traditional RNNs. The main novelty of LSTM was the incorporation of gating units. 
These units permit or restrict information from flowing through the sequence chain, thereby effectively containing 
the exploding or vanishing gradient problem. Since its inception, LSTM has served as a prerequisite for various 
network designs addressing further issues and limitations.

History

The core concept behind LSTM networks is the cell state, a controllable information pipeline that carries the 
required details from early input sequences to later ones, making provision for long-term dependencies. 
(Accurate and easy-to-understand) LSTM adjusts the cell state through carefully designed structures called 
gates, which are capable of removing or adding information to the cell state. There are three main types of 
gates: forget gate deciding what information should be discarded, input gate deciding what new information 
should be stored in the cell state, and output gate deciding what information should be utilized.

Key Ideas

Variations

Long Short-Term Memory Networks (LSTM) are an innovative type of Recurrent Neural Networks (RNNs) that 
have been specifically designed to effectively manage and maintain the essential elements extracted from 
time-varying or sequence data. LSTMs have been a remarkable advancement in the field of artificial intelligence 
because they address the shortcomings of traditional RNNs such as the undesirable effects of gradient 
vanishing and exploding, which impede RNNs’ learning ability for long time-lag tasks.

Introduction

LSTM found a myriad of applications in fields where sequence or time series data are crucial. (demonstrate 
domain-specificity) In natural language processing, LSTM has proven effective in machine translation, 
sentiment analysis, named entity recognition, and text generation due to its ability to capture context 
dependencies. In computer vision, LSTM has been utilized for video processing and in action recognition tasks. 
Also, in time series analysis and forecasting including stock market prediction or weather forecasting, LSTM 
exhibits prime performance.

Uses/Applications

Figure 9: An example of the high-quality survey.
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Ground Truth
Hidden Markov models (HMMs) are a way of relating a 
sequence of observations to a sequence of hidden classes 
or hidden states that explain the observations. They are a 
class of a full probabilistic model—the model parameters 
and the overall sequence 'scores' are all probabilities. They 
form the foundation for creating probabilistic models of 
linear sequence 'labeling' problems. From just drawing an 
intuitive picture, HMMs offer fundamental concepts for 
building a complex model and are the core of many 
algorithms in computational sequence analysis, including 
genefinding, profile searches, multiple sequence 
alignment, and regulatory site identification.

GPT-4 one-shot with prompt
This specific type of training allows it to create shared 
representations for syntactically or semantically similar 
words across different languages. One core concept 
behind mBERT is that it does not require distinct models 
for each language; it works on the idea of shared 
multilingual embeddings, leading to representation where 
different languages' embeddings should be close to each 
other if they are translations.

Ground Truth
One important point to note is that while training on many 
languages, we keep a shared vocabulary for all languages 
rather than keeping distinct vocab for every language. This 
saves space and most importantly our model learns the 
root structure of language and learn the underlying 
structure rather than just learning of the vocab.

GPT-4 one-shot with prompt
Hidden Markov Models (HMMs) are a statistical model 
used primarily in the field of machine learning and data 
analysis. Part of the broader category of Markov chain 
models (present the category), HMMs offer a way to 
describe the evolution of observable events that are 
driven by an internal state which is not directly accessible 
(present the features). The model's effectiveness has 
found it a important role in numerous applications, 
ranging from image recognition, speech recognition, 
genomics to finance (present the applications). The 
primary motivation behind HMMs is to provide a 
framework to infer the missing information from 
observable data, where every state from the hidden 
sequence generates an output according to a certain 
probability distribution related to that state (present the 
motivation).

Topic: Multilingual BERT Section: Main Idea

Topic: Hidden Markov Models Section: Introduction

Figure 10: Two examples showing that the generated output is better than the ground truth.

F Experimental Setup 528

In our work, we mainly utilize the paid GPT-4 model to generate Wiki-style survey articles and further 529

explore its capabilities to score the top-performing predictions compared to references. The total cost of 530

these experiments is around 230 USD. During the automatic evaluation stage, we compute the ROUGE 531

score and BERTScore using the officially provided APIs: rouge3 and bert_score4. For calculations 532

involving MoverScore, UniEval, and BARTScore, we directly download their source codes. All experi- 533

ments were performed using the high-performance machine with 4 A100 40GB NVIDIA cards. As the 534

experiments do not involve fine-tuning, for each setting, we were able to finish in a few hours. As for the 535

human evaluation stage, we calculate the Krippendorff’s and Kendall’s scores with the authorized APIs 536

krippendorff5 and scipy6. 537

3https://pypi.org/project/rouge/
4https://github.com/Tiiiger/bert_score
5https://pypi.org/project/krippendorff/
6https://scipy.org/
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