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Abstract001

Large Language Models (LLMs) suffer from002
factual hallucinations, meaning the LLMs con-003
fidently provide responses that are inconsistent004
with reality. Previous studies explored fine-005
tuning-based verbalized confidence calibration006
to mitigate hallucination, yet these approaches007
often resulted in overly conservative models,008
compromising their ability to provide relevant009
knowledge. Inspired by human introspection010
processes, we propose Confidence Introspec-011
tion Training, a novel approach that enables012
LLMs to accurately express their confidence013
while maintaining helpfulness. This method014
follows a two-stage framework: first, it esti-015
mates the confidence through question para-016
phrasing and sampling. Subsequently, through017
self-generated training data, the model devel-018
ops the ability to classify questions as known,019
uncertain, or unknown while providing appro-020
priate responses or relevant knowledge for each021
class. Experimental results demonstrate that022
our method effectively enhances the reliability023
of LLMs by accurately expressing confidence024
levels while preserving the model’s ability to025
provide informative responses. 1026

1 Introduction027

Reliability is the ability of LLMs to accurately ex-028

press the confidence level assigned to a prediction029

(Mahaut et al., 2024). However, factual halluci-030

nations, which lead LLMs to provide responses031

that contains nonfactual facts, greatly undermine032

the LLM’s reliability.(Huang et al., 2023; Cheng033

et al., 2023; Zhang et al., 2024). Verbalized confi-034

dence calibration, which expresses confidence in035

natural language, offers a user-friendly approach to036

enhance LLM reliability and mitigate hallucination.037

(Tian et al., 2023b; Zhou et al., 2023).038

Among various verbalized confidence calibra-039

tion methods (Cole et al., 2023; Mahaut et al.,040

1Our model and data will be made public after the paper is
accepted.

Who wrote the opera A Masked Ball?

Previous work

I don't know.

Ours

The opera was written by 
Giuseppe Verdi.  

The opera was composed by Giuseppe Verdi.  

Vanilla model

After Trained

(a) Our method retains accurate responses from the vanilla
model while previous method tends to prevent answering.

Where is Niagara Falls located?

I'm not sure how to answer that.
My confidence in answer is high. I think 

it is in  New York State.

Vanilla model

Previous work Ours

In  New York State.  ( Golden Answer: 
Between Ontario province and New 

York state)

I don't know.

After Trained

(b) Vanilla model provides incomplete yet closely related
knowledge to the golden answer. Previous method refuses
to answer when the response of vanilla model lack golden
answers. Our method preserves the original response with
confidence assessment.

Figure 1: Our method compared to previous work.

2024), fine-tuning-based methods with binary clas- 041

sification schemes effectively calibrate the confi- 042

dence of LLMs. Specifically, models are trained 043

to respond "I don’t know" to potentially incorrect 044

answers(Cheng et al., 2024; Zhang et al., 2024). 045

However, these methods employ strict binary clas- 046

sification criteria, with many questions marked as 047

unknown, leading models to favor brief rejecting 048

responses (Section 2.2). 049

As Figure 1(a) demonstrates, while the vanilla 050

model provides correct answers, the model trained 051
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by previous method refuse to answer. Moreover,052

as illustrated in Figure 1(b), these methods ignore053

that the model likely possesses incomplete though054

relevant knowledge that could still be helpful to055

the users. A reasonable trained model should re-056

tain the vanilla model’s ability to provide question-057

relevant knowledge while expressing confidence.058

Previous methods prioritize reliability by avoid-059

ing misinformation, but sacrifice helpfulness (Bai060

et al., 2022), the core LLM capability. This moti-061

vates us to seek a confidence calibration method062

that maintains model helpfulness while ensuring063

reliability.064

Drawing from introspection theory (Myers,065

1986), a process of internal self-examination that066

yields clear insights and guides future actions,067

we propose Confidence Introspection Training068

(CIT). This approach enables LLMs to learn from069

self-generated data (CIs dataset), develop accu-070

rate confidence awareness across different ques-071

tions, while preserving inherent helpfulness. We072

estimate confidence using question sampling ac-073

curacy (CRes) and train the model on a five-class074

confidence classification task (Section 2.5) on self-075

generated data. During training, we encourage the076

model to generate the outputs of vanilla model to077

maintain its question-answering capabilities and078

prevent overly conservative behavior.079

Experimental results demonstrate that, without080

injecting any external knowledge, the LLM can be081

tuned to accurately express its confidence level and082

provide helpful information. Compared to previous083

work, our method enhances the LLM’s reliability084

and maintains the helpfulness of vanilla models.085

In this paper, our contributions are:086

• We propose a five-class confidence calibra-087

tion method, CIT, which tunes the model on088

self-generated data to accurately express con-089

fidence while providing helpful information090

for answering questions.091

• Experiments demonstrate the effectiveness092

and generalization abilities of CIT. Further-093

more, CIT achieves outstanding performance094

across multiple models on both in-domain and095

out-of-domain data.096

• Analysis and human evaluation demonstrates097

that CIT can effectively ensure answer gener-098

ation accuracy and maintaining higher help-099

fulness compared to existing methods.100

2 Confidence Introspection Training 101

2.1 Confidence Estimation of LLMs 102

To assess LLM confidence, inspired by Kadavath 103

et al. (2022), we first paraphrase each question 104

and generate five responses each for the origi- 105

nal and paraphrased versions. We calculate the 106

sampling accuracy by counting correct responses 107

among these ten outputs using Lexical Matching, 108

which marks responses as correct if they contain 109

the golden answer. This matching method achieves 110

approximately 90% consistency with human evalu- 111

ations (Wang et al., 2023; Cheng et al., 2024). 112

We define CRes as the total number of correct 113

responses, representing the confidence estimation 114

for each question. Figure 2 shows the distribu- 115

tion of questions across different CRes values for 116

Mistral-7B (Jiang et al., 2023) on TriviaQA (TQA) 117

(Joshi et al., 2017) and Natural Questions (NQ) 118

(Kwiatkowski et al., 2019). For detailed percent- 119

ages and other model results, see Table 7. 120
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Figure 2: The distribution of CRes values (sampling
accuracy) for questions sampled by Mistral-7B on TQA
and NQ datasets

To address errors from paraphrasing and sam- 121

pling, we cannot directly calibrate LLMs using raw 122

CRes values. Instead, we classify questions into 123

groups based on their CRes values and assign each 124

class a unified confidence level for LLM calibra- 125

tion. 126

2.2 Weaknesses of Binary Classification 127

Binary classification is a common approach in pre- 128

vious works (Cheng et al., 2024; Xu et al., 2024), 129

where questions answered entirely correctly in sam- 130

pling are labeled as known, while others are con- 131

sidered unknown. In other words, they mark all 132
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Q1：Who wrote the opera A
Masked Ball?

     Q3：What is the name of the  
river flows through the town of 

Bordeaux in France?

Q5：Which ballroom dance is
Spanish for double step

Paraphrasing

Paraphrasing

Paraphrasing

Sampling 
Responses

The opera was composed by 
Giuseppe Verdi.  

The name is Garonne riverSampling 
Responses

Double step generally refers 
to a particular step within in 
Vien-nese Waltz. (without 

Golden Answer)Sampling 
Responses

×10

×10

A Masked Ball was written by 
Giuseppe Verdi.  

... ...

×10

I think it’s the river flowing 
through Bordeaux. (without 

Golden Answer)

... ...

... ...

CRes : 10/10

Class : Known

CRes : 5/10

CRes : 0/10

Class : Unknown

The opera was composed by 
Giuseppe Verdi.  

[Prefix] I'm not sure how to
answer that.

[Sub-prefix] My confidence
in answer is moderate

CRes : 6/10

I think it’s the river flowing 
through Bordeaux. (without 

Golden Answer)

Class : Uncertain

Class : Uncertain

Class : Uncertain

[Prefix]  I don't know the 
answer to that, but I 
would suggest these.

Double step generally refers 
to a particular step within in 
Vien-nese Waltz. (without 

Golden Answer)

CRes : 4/10

     Q2 ：Who is the person ...
Paraphrasing

Sampling 
Responses R4: The person is ...

×10

Q4 : Which is the place ...

Paraphrasing

Sampling 
Responses R6: The place that ...

×10

R4: The person is ...

R6: The place that ...

Questions Original Responses Prefixes New Responses

There are various versions of 
double step ballroom dances. 

For instance, Balous. 
(without Golden Answer)

×10

×10

×10

The name is Garonne river
... ...

×10

... ...

There are various versions of 
double step ballroom dances. 

For instance, Balous. 
(without Golden Answer)

×10

Figure 3: We classify the question based on the CRes as known, three confidence level of uncertain and unknown.
We add certain prefixes to responses for uncertain and unknown questions, forming the expected output data of
CIs dataset. In the figure, we use questions with a CRes between 4 ∼ 6 as an example of uncertain class. The data
construction process for CRes in 1 ∼ 3 and 7∼ 9 is the same.

questions with CRes below 10 as unknown.133

However, this binary classification overlooks134

the possibility that models may possess partial135

knowledge of certain questions. The incomplete136

knowledge leads to inconsistent performance, with137

questions yielding CRes values between 1 and 9,138

where the model sometimes answers correctly and139

other times incorrectly. Moreover, question with140

CRes between 1∼9 represents a substantial portion141

(TQA: 46.7%, NQ: 60.7%). Such questions differ142

from questions where model has no knowledge of143

the answer. Classifying all these questions as un-144

known is unreasonable, especially for high CRes145

values like 8 where correct answers are highly prob-146

able.147

What makes matters worse is that previous148

works trained the model to respond only with a149

brief response like I don’t know when encounter-150

ing unknown questions. The large proportion of151

training data with simple refusal responses causes152

training bias, leading the model to habitually refuse153

to answer most questions, becoming conservative154

and unhelpful.155

2.3 Confidence level and Prefixes 156

Considering the limitations of binary classification, 157

we classify questions by CRes into three classes, 158

each corresponding to a distinct confidence level: 159

known, uncertain and unknown, as shown in 160

Equation 1. 161

Class =


Unknown, CRes = 0

Uncertain, 1 ≤ CRes ≤ 9

Known, CRes = 10

(1) 162

Prefixes of confidence level Building on the 163

three confidence levels, we make the LLM to ex- 164

press confidence level of question through specific 165

prefixes while outputting answers. For example, 166

the expected output format for an unknown ques- 167

tion is: 168

Rnk : {Prefix}+ {Response} 169

The "Prefix" refers to statements like "I don’t know 170

the answer to that, but I would suggest these". The 171

"Response" refers to the vanilla model’s original 172

response to the question. Both unknown and un- 173

certain questions have corresponding prefixes, as 174
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detailed in Appendix B. For known questions, no175

prefix is added and the LLM responds as usual.176

The prefixes are generated by the LLM itself,177

with the model being prompted to produce state-178

ments that convey uncertainty or the unknown.179

Since both the "Response" and "Prefix" are gener-180

ated by the model itself, this minimizes the impact181

on the LLM when changing the output format.182

Sub-prefix of uncertain questions In addition183

to prefixes, we hope the LLM can express confi-184

dence levels more precisely for uncertain questions,185

since this class encompasses questions with CRes186

values from 1 to 9. Considering sampling errors,187

we further divide uncertain questions into three188

sub-classes based on CRes, with each sub-class189

having a specific Sub-prefix to indicate its con-190

fidence level (CRes range), as shown in Table 1.191

CRes Sub-Prefixes

1 ∼ 3 My confidence in answer is low.
4 ∼ 6 My confidence in answer is moderate.
7 ∼ 9 My confidence in answer is high.

Table 1: Sub-prefixes for three confidence levels of
uncertain questions with different CRes.

192

Therefore, for an uncertain question, the LLM193

is expected to response like:194

Ruc : {Prefix}+ {Sub-Prefix}+ {Response}195

Overall, our method’s confidence levels consist of196

five classes: known, unknown, and three confi-197

dence levels for uncertain questions. Introducing198

the uncertain class enables the LLM to provide199

different responses from unknown questions, pre-200

venting it from defaulting to I don’t know and re-201

fusing to answer most questions. Additionally, this202

ensures higher reliability for unknown questions.203

A question must be answered incorrectly all five204

times before and after paraphrasing to be classified205

as unknown.206

2.4 CIs Dataset Construction207

Based on our five-class confidence classification,208

we annotated questions from TriviaQA (TQA), Nat-209

ural Questions (NQ), and GSM8K (Cobbe et al.,210

2021) for Mistra and LLaMA2 (Jiang et al., 2023;211

Touvron et al., 2023) to create the Confidence In-212

trospection Dataset (CIs Dataset). We calculate213

CRes (Section 2.1) and append prefixes (or sub- 214

prefixes) to responses to generate expected outputs. 215

Figure 3 illustrates the data construction process 216

and expected response format. 217

The details of CIs dataset are shown in Table 9. 218

Our train and dev sets are from TQA training set, 219

while the test set is from TQA, NQ and GSM8K. 220

NQ and GSM8K data serve as out-of-domain tests 221

for method generalization. All sets contain as close 222

to an equal number of questions from each class as 223

possible. 224

2.5 Training Strategy 225

Based on the CIs dataset, we perform Confi- 226

dence Introspection Training, CIT, to train the 227

LLM to distinguish between five classes questions: 228

known, unknown, three confidence levels of un- 229

certain.The training objective of CIT is shown in 230

Equation 2. 231

L = − 1

N

N∑
1


log P(R|Qkn)

log P(Puk +R|Quk)

log P(Puc + Cuc +R|Quc)
(2) 232

Here, P denotes the prefix, Q are questions with 233

different confidence level, R represent the original 234

response, C represents the sub-prefix in Table 1. 235

For known (kn) questions, the LLM generates only 236

the response R. For uncertain (uc) or unknown 237

(uk) questions, it generates both the prefix P (sub- 238

prefix C) and response R. This output format re- 239

flects the model’s confidence while maintaining 240

consistency with its original responses. 241

In summary, compared to the binary classifica- 242

tion in previous methods, we introduce an uncer- 243

tain class that enables detailed confidence assess- 244

ment. Furthermore, we preserved the original re- 245

sponses of the vanilla model to maintain its ability 246

to answer uncertain and unknown questions, rather 247

than providing no knowledge about the questions. 248

Importantly, for uncertain questions, the original 249

responses likely contain correct answers. 250

3 Experiments 251

We treat the model’s confidence expression (known, 252

unknown, three level of uncertain) as a five- 253

classification task. 254

3.1 Baselines 255

We categorize baselines into three types (in Table 256

2): Prompt-based, Sampling-based, and Fine- 257
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Type Methods
TriviaQA Natural Questions GSM8K

ACC ↑ F1 ↑ ECE↓ ACC ↑ F1 ↑ ECE↓ ACC ↑ F1 ↑ ECE↓

Mistral-7B-Instruct

Prompt
I-Prompt 22.72 13.33 0.35 21.28 11.11 0.42 6.02 3.71 0.65
UEP 20.02 14.55 0.29 20.52 16.10 0.30 23.61 11.00 0.69
S-Token 21.62 13.78 0.31 21.40 13.59 0.32 20.76 8.04 0.49

Sampling
TOPK-S 21.06 16.25 0.27 22.60 20.09 0.28 21.71 10.84 0.63
CEF 21.32 11.05 0.33 20.80 8.82 0.41 4.91 1.89 0.49

Fine-tune
R-Tuning 21.02 13.25 0.28 21.64 14.91 0.28 20.60 11.67 0.56
Pf-SFT 26.86 22.06 0.25 25.64 22.85 0.29 6.50 4.76 0.57
IDK-DPO 27.12 23.97 - 22.52 19.54 - 22.03 14.79 -
CIT(Ours) 29.52 28.59 0.14 25.96 24.25 0.22 25.20 14.94 0.34

LLaMA2-7B-Chat

Prompt
I-Prompt 20.28 7.37 0.55 20.56 8.20 0.67 1.64 0.65 0.68
UEP 20.68 12.12 0.26 21.76 15.84 0.42 1.64 0.66 0.92
S-Token 20.40 14.81 0.42 21.76 13.80 0.32 17.21 6.92 0.40

Sampling
TOPK-S 23.34 19.74 0.15 23.28 19.83 0.27 9.02 6.72 0.61
CEF 22.18 14.86 0.21 21.92 16.52 0.35 24.59 14.93 0.75

Fine-tune
R-Tuning 22.46 15.99 0.19 22.8 17.32 0.29 19.67 8.07 0.64
Pf-SFT 22.52 15.25 0.23 21.68 13.62 0.38 18.85 13.70 0.48
IDK-DPO 21.40 13.76 - 23.20 17.79 - 23.77 7.73 -
CIT(Ours) 24.32 19.40 0.14 25.60 21.54 0.17 24.59 16.49 0.38

Table 2: The experimental results of ACC, F1 and ECE across three datasets and two models. Since DK-DPO only
provides responses for the known question, we can’t compute its ECE. Compared to other baselines, especially
those requiring fine-tuning, our CIT method performs the best and exhibits stronger robustness.

tuning-based methods. For detailed implementa-258

tion and prompts of baselines, see Appendix C.259

Introspection Prompting (I-Prompt) We use260

natural language instructions to prompt the vanilla261

model to provide answer and confidence. This can262

be considered a zero-shot method.263

Uncertainty Expression Prompting (UEP)264

Zhou et al. (2023) used different uncertainty-level265

prompts to guide model generation, expressing266

varying levels of confidence.267

Surrogate-Token (S-Token) Mahaut et al.268

(2024) prompted the LLM to provide specific269

tokens, and use the probabilities assigned to those270

tokens to predict the confidence.271

Top-K Sampling (TOPK-S) Tian et al. (2023a)272

prompt the model to generate k answers with their273

estimated confidence scores. Xiong et al. (2024)274

extended this framework with a consistency-based275

sampling strategy.276

Confidence Elicitation Framework (CEF) 277

Xiong et al. (2024) proposed a prompt-sampling- 278

aggregation framework for eliciting verbalized 279

confidence. We employed vanilla prompts, 280

self-random sampling combined with consistency 281

aggregation. 282

R-Tuning Zhang et al. (2024) trained the model 283

to predict binary confidence estimates and answers, 284

while their training relied on golden answer of the 285

question. 286

Pf-SFT Liu et al. (2023) enhanced the SFT 287

method by labeling correct outputs as [GOOD] and 288

incorrect ones as [BAD]. This enabled the LLM 289

to learn human preferences by recognizing that 290

[GOOD]-labeled responses are more suitable an- 291

swers than [BAD]-labeled ones. 292

IDK-DPO Cheng et al. (2024) employs Direct 293

Preference Optimization (Rafailov et al., 2023) to 294

train the LLM to say I don’t know while maintain- 295

ing normal outputs for known questions. 296
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Type Methods
TriviaQA Natural Questions TriviaQA Natural Questions

LEM-K ↑ LEM-U↑ LEM-K↑ LEM-U↑ LEM-K↑ LEM-U↑ LEM-K↑ LEM-U↑

Mistral-7B-Instruct LLaMA2-7B-Chat

Prompt
I-Prompt 61.18 66.29 55.51 39.00 44.21 0.00 31.39 0.00
UEP 62.87 55.97 50.81 44.76 30.66 60.12 30.65 46.49
S-Token 65.66 51.17 62.26 49.56 59.02 61.37 57.14 58.14

Sampling
TOPK-S 56.80 58.82 40.10 52.50 53.85 59.85 13.38 48.39
CEF 66.39 63.20 58.85 57.92 61.73 66.28 54.52 50.74

Fine-tune

IDK-DPO 69.23 - 27.44 - 71.64 - 69.21 -
Pf-SFT 65.63 60.00 57.86 53.00 67.89 56.28 59.52 38.74
R-Tuning 70.85 28.26 59.81 48.17 27.67 67.56 49.87 57.42
CIT-GD 77.58 47.03 16.30 26.96 55.05 51.48 49.59 27.59
CIT(Ours) 86.78 66.86 63.57 60.81 76.77 67.92 72.95 58.51

Table 3: The LEM-K and LEM-U of Mistral-7B and LlaMA2-7B. IDK-DPO method only generates responses for
known class questions. CIT achieves the best generation accuracy across all models and datasets.

3.2 Evaluation Metrics297

Introspection Accuracy (ACC) The accuracy of298

five-class classification task. The class of question299

is determined by the presence of certain prefixes300

or sub-prefixes in the response. Responses without301

any prefix are classified as known. 2.302

Introspection F1 Score (F1) Macro-F1 scores303

across the five classes.304

Expected Calibration Error (ECE) ECE (Guo305

et al., 2017) measures the difference between gen-306

eration accuracy and confidence within specified307

confidence intervals. A smaller ECE value indi-308

cates better calibration performance.309

3.3 Implementation Details310

We use the Mistral-7B-Instruct, LLaMA2-7B-Chat311

for our CIT method and other baselines. The learn-312

ing rate is set to 2× 10−5, with 3 training epochs.313

We conduct all experiments on Nvidia A800 GPUs.314

For more details, please refer to the Appendix E.315

3.4 Main Results316

Reliability As shown in Table 2, CIT achieves317

the best ACC and F1 across all model types318

and datasets, demonstrating both strong classifi-319

cation ability and effective confidence calibration.320

Most baselines show significant performance degra-321

dation on GSM8K, the mathematical reasoning322

dataset that differs significantly from the training323

data. In contrast, CIT demonstrates strong robust-324

ness, supporting the reliability of our method. Addi-325

tionally, fine-tuning-based methods like IDK-DPO,326

2For prompt-based method, we relax the evaluation criteria
by adding more prefixes, shown in Appendix C.2.

Pf-SFT or sampling-based method like CEF show 327

considerable performance variation across different 328

models, whereas CIT maintains consistent strong 329

performance on both model architectures. 330

Helpfulness Providing highly accurate responses 331

with high confidence is an essential aspect of 332

LLM helpfulness. Our CIT method achieved the 333

best ECE, demonstrating better alignment between 334

model confidence and generation accuracy. This 335

demonstrates the ability of our CIT approach to 336

maintain or even enhance the helpfulness of the 337

vanilla model. 338

4 Analysis 339

4.1 Accuracy of high-confidence question 340

Although ECE reflects calibration performance, 341

high-confidence responses better serve user needs 342

by indicating known or minimally uncertain ( 343

predicting CRes 7∼9) answers, especially for 344

knowledge-intensive tasks like TQA and NQ. 345

These responses are more likely to provide cor- 346

rect answers or helpful domain knowledge. In Ta- 347

ble 3, we introduced Lexical-Matching metrics: 348

LEM-K for known responses and LEM-U for un- 349

certain responses. Our CIT method achieves the 350

highest LEM-K and LEM-U scores, demonstrating 351

it maintains the vanilla model’s helpfulness while 352

improving calibration 3. 353

Effect of Self-generated Data To validate the 354

effectiveness of training with model self-generated 355

data, we trained our method with the golden an- 356

swers (denoted as CIT-GD in Table 3). The results 357

3LEM-U of I-prompt of LlAMa2-7B is 0 because no ques-
tions are classified
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Types Methods ACC3↑ F13↑ ECE3↓ ACC5↑ F15↑ ECE5↓ ACC11↑ F111↑ ECE11↓

Prompt
I-Prompt 35.70 25.22 0.34 22.72 13.33 0.35 10.24 3.71 0.33
UEP 31.63 6.73 0.27 20.02 14.55 0.29 9.67 3.59 0.48
S-Token 37.17 31.84 0.17 21.62 13.78 0.31 9.82 3.43 0.29

Sampling
CEF 36.30 24.95 0.31 21.32 11.05 0.33 9.45 3.03 0.31
TOPK-S 34.47 27.16 0.14 21.06 16.25 0.27 9.15 4.37 0.32

Fine-tune
R-Tuning 33.50 18.87 0.40 21.02 13.25 0.28 10.00 5.73 0.23
Pf-SFT 40.73 33.88 0.28 26.86 22.06 0.25 10.67 3.73 0.41
IDK-DPO 40.20 32.85 - 27.12 23.97 - 12.30 11.69 -
CIT(Ours) 48.03 48.10 0.14 29.52 28.59 0.14 12.67 12.80 0.16

Table 4: Evaluation of CIT and baselines with 3,5,11 classification classes. CIT achieves the best results across
different class numbers.

Win rate (%)

36.2 34.9 28.9CIT vs. 
I-Prompt

CIT vs.
IDK-DPO 60.0 9.4 30.6

CIT Win Tie CIT Lose

(a) Win rate on TriviaQA

Win rate (%)

34.4 34.6 31.0CIT vs. 
I-Prompt

CIT vs.
IDK-DPO 71.4 7.1 21.4

CIT Win Tie CIT Lose

(b) Win rate on Natural Questions

Figure 4: "Win" indicates that elevators consider the response from CIT to be more helpful. "Lose" indicates that
the response of baselines are more helpful. "Tie" means that two responses convey similar meanings.

show that CIT-Golden exhibits substantially de-358

creased LEM-K and LEM-U scores. This indicates359

that training with self-generated responses, which360

better align with the model’s inherent expression361

style while avoiding disruption. And this is one362

reason why R-Tuning adopts similar loss functions363

yet performs worse than ours.364

4.2 Ablation Study365

Class Number of Confidence level We con-366

ducted experiments of 3-class and 11-class clas-367

sifications on TriviaQA and compared the results368

with the 5-class results, as shown in Table 4. When369

the entire uncertain class is treated as one class, the370

task becomes a 3-class classification (known, un-371

known, uncertain). And if each CRes value (1∼9)372

in uncertain class is treated as one single class, the373

task becomes an 11-class classification.374

The results of 11-class indicate that a smaller375

gap between different confidence level increases376

the impact of sampling errors and makes it more377

challenging for learning of LLM. This is why we378

did not design CIT based on an eleven-class clas-379

sification. Moreover, although the 3-class ACC is 380

higher, it lacks specific confidence information for 381

the uncertain question, offering limited assistance 382

to users. Our CIT method achieves the best results 383

across different numbers of class. 384

Model Size and Type We introduce LLaMA2- 385

13B-Chat, and conduct our CIT method on 386

LLaMA2-7B-Chat and LLaMA2-13B-Chat using 387

three, five and eleven confidence level classes, as 388

shown in Table 5. 389

We find that LLaMA2-13B-Chat outperforms 390

LLaMA2-7B-Chat across all classification tasks, 391

demonstrating the scaling law. Meanwhile, ACC 392

of Mistral-7B even exceeds that of the 13B model, 393

which may be attributed to its inherently stronger 394

semantic understanding apabilities(Jiang et al., 395

2023) . 396

4.3 Human evaluation of Helpfulness 397

Helpfulness (Bai et al., 2022) stresses that LLMs 398

should provide accurate, useful information related 399

to the question. Even if the model lacks full knowl- 400

edge of a question, it should provide incomplete but 401
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Models ACC3↑ F13↑ ECE3↓ ACC5↑ F15↑ ECE5↓ ACC11↑ F111↑ ECE11↓

LLaMA2-7B 39.70 37.29 0.24 24.32 19.40 0.14 9.36 2.03 0.35
LLaMA2-13B 42.60 39.57 0.17 25.60 20.62 0.11 11.55 6.33 0.22
Mistral-7B 48.03 48.10 0.14 29.52 28.59 0.14 12.67 12.80 0.16

Table 5: Evaluation of CIT on 3 models with 3,5,11 classification classes.

related knowledge. We conduct the human evalua-402

tion of CIT, IDK-DPO and I-Prompt method, aim-403

ing to aiming to analyze the helpfulness of models404

trained by different methods. Details and instruc-405

tions can be found in the Appendix F.406

As shown in Figure 4, compared to IDK-DPO,407

CIT demonstrates a stronger ability to provide help-408

ful information (the rate of CIT wins greater than409

losses). Moreover, CIT method even outperforms410

the vanilla model (I-Prompt), with the proportion411

of wins exceeding losses. This demonstrates that412

CIT prevents the model from defaulting to I don’t413

know responses while preserving and even enhanc-414

ing the ability to offer helpful suggestions. More415

case studies are presented in Table 10.416

4.4 Confidence and Correct Steps Percentage417

CRes 1 ∼ 3 4 ∼ 6 7 ∼ 9

Pct. 0.29 0.58 0.84
LeM 10.00 35.00 65.00

Table 6: Average percentage (Pct.) of correct reason-
ing steps of total steps and generation lexical matching
(LeM) for three uncertain confidence level.

418

Confidence of question is derived from sampling419

accuracy. For multi-step reasoning in mathematical420

problems, we are concerned whether confidence421

can be reflected within the reasoning path. In Ta-422

ble 6, we extracted sixty uncertain questions with423

the responses of CIT from GSM8K and conduct424

human evaluation. The analysis revealed a statis-425

tically positive correlation between the accuracy426

of intermediate reasoning steps and the confidence427

levels. This finding suggests that higher confidence428

scores are associated with more accurate step-by-429

step reasoning processes. Furthermore, higher ac-430

curacy in intermediate reasoning steps corresponds431

to improved lexical matching in the generated out-432

puts. Details are in the Appendix G.433

5 Related Work 434

5.1 Factual hallucinations in LLMs 435

Factual hallucination occurs that the LLM’s re- 436

sponse is inconsistent with reality. LLMs may con- 437

fidently generate responses while being unaware 438

of their own errors. (Huang et al., 2023; Ji et al., 439

2023). This may arise from both misinformation in 440

pretraining data (Li et al., 2023a,b) and preference- 441

aligned tuning methods.(Perez et al., 2022; Wei 442

et al., 2024). 443

5.2 Verbalized Confidence Calibration 444

Verbalized Confidence Calibration is an impor- 445

tant approach to mitigate factual hallucinations 446

by ensuring that models express their confidence 447

through language that reflects the probability of 448

factual correctness (Tian et al., 2023b; Xiong 449

et al., 2024). Previous work can be categorized 450

into prompt-based,sampling-based and fine-tuning- 451

based calibration methods. Prompt-based meth- 452

ods (Zhou et al., 2023) suffer from low accuracy, 453

while sampling-based(Cole et al., 2023; Tian et al., 454

2023a) approaches require multiple generations, 455

making them impractical for real-time applications. 456

Fine-tuning-based methods train LLMs to express 457

uncertainty through responses like I don’t know 458

when they lack relevant knowledge (Lin et al., 459

2022; Cheng et al., 2024). While these methods of- 460

fer faster responses and higher accuracy, they tend 461

to make LLMs habitually decline questions without 462

providing any informative responses. This limita- 463

tion stems from their binary classification schemes 464

and oversimplified response patterns. 465

6 Conclusions 466

We propose Confidence Introspection Training to 467

enable the LLM to discern what question they 468

know, what they don’t know and what they are 469

uncertain about. Experimental results demonstrate 470

that our proposed method not only enhances the 471

model’s reliability by accurately expressing its con- 472

fidence, but also maintains the helpfulness of the 473

vanilla model. 474
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Limitations475

The limitations of our work can be summarized476

in two main aspects. First, we mainly focus on477

enabling the LLM to generate its own assessments478

of confidence. Whether this approach can be com-479

bined with classification models remains a research480

topic worth exploring. Second, our experiments481

were conducted mainly on models with size of 7B482

and 13B. Due to resource constraints, we did not483

perform experiments on larger models.484
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Models Dataset 0 1 2 3 4 5 6 7 8 9 10

Mistral-7B
TQA 38.1 4.7 3.0 2.9 3.3 8.1 6.5 6.3 6.7 9.2 15.2
NQ 24.6 7.5 5.4 4.1 3.5 5.8 4.7 3.9 5.5 6.3 14.8
GSM8K 26.1 16.5 11.5 9.9 8.6 8.2 5.4 4.2 4.5 2.9 2.4

LLaMA2-7B
TQA 24.6 6.5 5.1 4.9 5.5 6.3 5.6 6.5 8.8 11.5 14.8
NQ 39.8 8.9 6.4 5.2 5.0 4.5 4.6 5.2 5.5 6.9 8.0
GSM8K 40.9 22.3 12.2 8.4 5.6 3.7 3.3 1.7 1.0 0.6 0.2

LLaMA2-13B
TQA 21.5 5.6 4.1 3.5 3.8 5.1 3.7 4.4 7.2 14.0 27.0
NQ 37.8 9.2 5.6 4.3 4.5 4.2 4.1 4.1 5.0 8.1 13.0
GSM8K 61.3 20.4 10.0 4.1 1.8 1.2 0.6 0.5 0.1 0.0 0.0

Table 7: The proportion of uncertain questions with CRes ranging from 0 to 10 in the test sets of three datasets (test
set): TriviaQA (TQA), Natural Questions (NQ), and GSM8K.

of the North American Chapter of the Association702
for Computational Linguistics: Human Language703
Technologies (Volume 1: Long Papers), pages 7113–704
7139, Mexico City, Mexico. Association for Compu-705
tational Linguistics.706

Kaitlyn Zhou, Dan Jurafsky, and Tatsunori Hashimoto.707
2023. Navigating the grey area: How expressions708
of uncertainty and overconfidence affect language709
models. In Proceedings of the 2023 Conference on710
Empirical Methods in Natural Language Processing,711
pages 5506–5524, Singapore. Association for Com-712
putational Linguistics.713

A Confidence distribution of Data714

Table 7 shows the data distribution across various715

CRes values.716

B Prefixes717

Uncertain Prefixes :718

• I’m not sure of the answer to that, but here’s719

what I would suggest these.720

• I can’t give you a definitive answer, but I can721

offer some insights based on my knowledge.722

• I’m not sure how to answer that, but here’s723

what I think.724

Unknown Prefixes:725

• I don’t know the answer to that, but I would726

suggest these.727

• I don’t have personal experience with that, but728

here are some general tips.729

• I’m not knowledgeable about that topic, but I730

can try to find the answer for you.731

C Prompts and details of baselines 732

C.1 Instructions of I-Prompt 733

The prompt we used for I-Prompt and testing other 734

baselines is : "Please answer the following ques- 735

tion, your answer should be as simple as possible. 736

If you possess relevant knowledge, respond with 737

confidence. If you are unfamiliar with the required 738

knowledge, please honestly inform the user.Please 739

answer this question:{question}" 740

For the GSM8K dataset, our prompt is: "Please 741

solve the following math problem. If you possess 742

relevant knowledge, respond with confidence. If 743

you are unfamiliar with the required knowledge, 744

please honestly inform the user your confidence.: 745

{question}" 746

R-tuning adopts the original prompt from Zhang 747

et al. (2024): "Question:{question} Answer: " 748

The prompt of Pf-SFT follows its input format 749

mentioned in Appendix C.3. 750

C.2 Evaluation of I-Prompt 751

In addition to the prefixes designed in our experi- 752

ment to indicate unknown or uncertain, if the fol- 753

lowing statements appear, they can also be con- 754

sidered as the model expressing of unknown or 755

uncertain. These statements are summarized from 756

the outputs of the vanilla model (Mistral-7B and 757

LLaMA2), as shown in Table 8. 758

C.3 The details of PF-SFT 759

Pf-SFT needs data marking the correct and incor- 760

rect outputs with "GOOD" and "BAD" labels, re- 761

spectively. Like this : 762
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CRes Statements

0 I am not an expert in the specific area.
1∼3 My Confidence: Low.
4∼6 I’m not entirely confident about this an-

swer.
7∼9 I am 90% confident that.

Table 8: Statements representing the confidence level of
the vanilla model.

• Question: What is the title of the French Na-763

tional Anthem?764

• Label: known765

• Expected answer: GOOD: The French Na-766

tional Anthem is called "La Marseillaise.767

BAD: I’m not sure how to answer that. My768

confidence in answer is moderate. The French769

National Anthem is called "La Marseillaise."770

This is a data sample for Pf-SFT. Since the label771

is ’known,’ we want the model to learn to give a772

direct answer rather than express uncertainty. We773

place the desired response after ’GOOD’ and the774

incorrect response after ’BAD.’ Since we have five775

class, there can be four different types of responses776

following ’BAD. The idea behind this method is to777

learn human preferences through SFT approach.778

We use such data for SFT training. Compared779

to CIT(Ours), PF-SFT requires more complex data,780

but it does not require further training. During test-781

ing, we extract the content between ’GOOD’ and782

’BAD’ as the model’s answer, which it considers783

"GOOD" responses for the question.784

It is possible that the relatively longer output785

with human preference made learning more diffi-786

cult for the model, which is why the performance787

of Pf-SFT is not as good as CIT.788

C.4 The details of S-Token789

S-Token involves only classification, not genera-790

tion. For each question, we first calculate the con-791

fidence type, then classify the generated response792

from I-Prompt (zero-shot, greedy decoding), and793

compute LeM-K and LeM-U.794

C.5 The details of CEF and TOPK-S795

Both methods require counting the frequency of796

the same answers. However, since LLMs rarely797

generate perfectly same outputs, we consider two798

sampled responses to express the same mean- 799

ing if their cosine similarity exceeds 80%, where 800

the cosine similarity is computed using Sentence- 801

Transformers. Following (Cole et al., 2023), we set 802

K to 1 and sampling times to 10. 803

C.6 The details of R-Tuning 804

During data construction, answers for known ques- 805

tions are generated by the model itself. For uncer- 806

tain questions with 3 classes, we use our model’s 807

responses when correct, and golden answers when 808

incorrect. For unknown question, we fully use the 809

golden answers. 810

C.7 The details of IDK-DPO 811

We train the LLM to output the certain prefix (in 812

Appendix B) and confidence level for uncertain and 813

unknown questions while reserving direct answers 814

for known ones. 815

D Statistics of CIs dataset 816

The data distribution in our CIS dataset is shown 817

in Table 9. We use balanced data to construct the 818

train, dev, and test sets. It is important to clarify 819

that in the GSM8K dataset, after our sampling, 820

the known class contains only 31 and 2 questions 821

for Mistral-7B and LLaMA2-7B, respectively. In 822

the uncertain class of LLaMA2-7B, there are also 823

classes with fewer than 50 samples. Therefore, the 824

test data for GSM8K is imbalanced. All balanced 825

data selection is based on question classification, 826

without any manual intervention 827

E Training Details 828

The β value for DPO is set 0.1, with 1 training 829

epochs after SFT. During testing, we use the vllm4 830

framework and employ greedy decoding for gener- 831

ation. All methods are evaluated on test set in our 832

KIs dataset. LLaMA2 833

In actual training, we use sub-prefixes such as 834

"My confidence is 0.2", "My confidence is 0.5" and 835

"My confidence is 0.8" to represent the three confi- 836

dence levels of the uncertain class (using the me- 837

dian of each CRes category divided by 10). Train- 838

ing in this way enables most methods to achieve 839

better classification performance. After the model 840

generates responses, we replace the sub-prefixes 841

with those in Table 1 to help user better under- 842

stand the model’s confidence level. Sub-prefixes 843

4https://github.com/vllm-project/vllm
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Dataset
TQA NQ GSM8K*

Train Dev Test Test Test

Mistral-7B-Instruct

Total 50000 1500 5000 2500 631
N/class 10000 300 1000 500 150

LLaMA2-7B-Chat

Total 50000 1500 5000 1250 122
N/class 10000 300 1000 250 30

Table 9: Details of the train, dev and test set of CIs dataset. *Since the known category in the GSM8K dataset
contains only 31 samples for Mistral and 2 samples for LLaMA2-7B. Moreover, in the uncertain class of Llama2-7B,
there are also classes with fewer than 50 samples. the test data for GSM8K is imbalanced.

are simply symbolic of confidence levels. The fi-844

nal replacement does not affect model performance845

and makes the output more user-friendly.846

F Helpfulness Evaluation847

We present fifty question and responses from two848

methods side by side, asking three researchers spe-849

cialized in natural language processing as evalua-850

tors to determine which response is more helpful851

for the given question or if there is no significant852

difference between the two. Evaluators need to853

consider differences of responses in terms of QA854

accuracy, relevance to the question and the rich-855

ness of the information provided. The order of the856

responses is randomized to avoid position prefer-857

ence. The evaluation instructions are presented as858

follows.859

Prompt Please evaluate the quality of these860

model responses based on the following criteria861

and clearly identify which model’s response is bet-862

ter in terms of helpfulness.Helpfulness: When the863

model responds correctly, it should provide detailed864

information. When the responses are incorrect or865

when expressing uncertainty, the model should of-866

fer useful information, guesses or suggestions to867

help users solve question. For example, in the868

case of complex questions, the model may pro-869

vide partial but relevant knowledge necessary to870

solve the problem. Question: {question}.Response871

A:{res_A}.esponse B:{res_B}. After evaluating872

responses A and B, select one of the following873

options: (1) the output of the first method is more874

helpful than the second; (2) the output of the second875

method is more helpful than the first; (3) there is876

no significant difference between the two outputs.877

G Human Evaluation of Correct steps 878

We extracted sixty uncertain questions from the 879

original GSM8K test set, along with the CIT 880

method’s responses to them, ensuring that these 881

questions were correctly classified. Each confi- 882

dence level includes twenty questions. We as- 883

signed the question-response pairs to three volun- 884

teers. Each volunteer was required to examine the 885

proportion of correct reasoning steps to the total 886

steps in the reasoning path. Afterward, they ex- 887

changed data and repeated the process. Here, one 888

"step" refers to one calculation process (Wei et al., 889

2023). Finally, we calculate the average percentage 890

of correct reasoning steps of total steps for each 891

confidence level. The evaluation instructions are 892

presented as follows. 893

Instruction The following is a math problem and 894

its response. Carefully review each calculation step 895

in the response for logical coherence and accuracy, 896

determining whether each step is reasonable and 897

correct. If an error in a previous step causes an 898

error in the current calculation, the current step 899

should also be marked incorrect. Finally, provide 900

the percentage of correct calculation steps to the 901

total number of steps in this response. 902

H Case studies of CIT and baselines 903

As shown in Table 10, the LLM trained with our 904

Confidence Introspection Training (CIT) method 905

is capable of providing information relevant to the 906

question. Even with a confidence level of only 0.5 907

(for Question1), the responses can still include the 908

correct answer. Compared to I-Prompt, our method 909

maintains the fundamental function of the LLM to 910

provide useful information to users and presents 911
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the model’s confidence level.912

Compared to IDK-DPO, it is evident that the CIT913

method provides substantially more information914

when facing Questions 2 and 3. Although the LLM915

does not know the golden answer for Question 3,916

the LLM trained with CIT still offers substantial917

helpful information, whereas IDK-DPO merely re-918

sponds with "I don’t know." This demonstrates that919

the CIT method can effectively prevent the model920

from becoming unhelpful.921
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Question1 Whose backing band is known as The Miami Sound Machine?
Methods Responses LeM
I-Prompt The Miami Sound Machine is the backing band for the singer Gloria Estefan. They

gained international fame in the late 1980s and early 1990s with their fusion of Latin
rhythms and pop music. I am confident in my answer.

!

IDK-DPO I’m not sure how to answer that. %

CIT I’m not sure of the answer to that, but here’s what I would suggest these.My confidence
is 0.5.The Miami Sound Machine is a band that was formed in Miami, Florida, in the
late 1960s. They gained international fame in the 1980s with their fusion of Latin
rhythms, jazz, and pop music. The band’s most famous member is probably lead
singer Gloria Estefan. Other notable members include her husband, Emilio Estefan,
who was the band’s founder and producer, and drummer Enrique Rodriguez. The
Miami Sound Machine disbanded in the late 1990s but reunited in 2006 for a world
tour.

!

Question2 Michelangelo Merisi (or Amerighi) is the birth name of which artist?
Methods Responses LeM
I-Prompt Caravaggio, Confidence: Low. The name Michelangelo Merisi (or Amerighi) is

not associated with Caravaggio. Michelangelo Merisi da Caravaggio was an Italian
painter active in the late 16th and early 17th centuries, best known for his dramatic
use of chiaroscuro, a technique that employs strong contrasts between light and dark.
Caravaggio’s full name was actually Michelangelo Merisi da Caravaggio. However,
I cannot confirm that the given name is the birth name of Caravaggio with absolute
certainty. It is commonly accepted that this is his full name, but there may be some
variation in the sources. I would recommend double-checking with a reliable art
history reference for the most accurate information.

!

IDK-DPO Michelangelo Merisi is the birth name of the artist Caravaggio. !

CIT Michelangelo Merisi, also known as Il Caravaggio, was an Italian painter. He is
famous for his dramatic use of chiaroscuro, a technique that emphasizes the contrast
between light and dark in a painting. Caravaggio’s works often depict scenes of
religious and mythological subjects, as well as everyday life in 16th-century Italy.
Some of his most famous paintings include "The Calling of St. Matthew", "The Supper
at Emmaus" and "The Entombment of Christ".

!

Question3 What is the significance of 16th June 1904?
Methods Responses LeM
I-Prompt I am not confident in answering this question without further context. The significance

of June 16, 1904, depends on the specific historical or cultural context in which it is
being considered. It could be a significant date in the history of a particular country,
organization, or individual. For example, it could be the date of a battle, a treaty
signing, a birth or death, or an important event in the history of a particular field or
industry. Without more information, it is not possible to determine the significance of
this date with certainty.

%

IDK-DPO I’m not knowledgeable about that topic. %

CIT I don’t know the answer to that, but I would suggest these. The significance of
June 16th, 1904, is that it marks the beginning of the Mexican Revolution. On this
day, the Mexican Liberal Party, led by Francisco Madero, nominated him as their
presidential candidate. Madero’s election in November 1912 marked the end of the
long dictatorship of Porfirio Diaz. However, Madero’s presidency was short-lived as
he was assassinated in February 1913. The Mexican Revolution, which lasted from
1910 to 1920, brought about significant political and social changes in Mexico.

%

Table 10: The responses of Mistral-7B after our Confidence Introspection Training (CIT), IDK-DPO(Cheng et al.,
2024) and I-Prompt. ! and% denote whether the response contains the golden answer.
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